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WHO AM I?

PROF. DR. IR. CAV. ALEXANDRU IOSUP

- Education, my courses:

> Honours Programme, Computer Org. (BSc)
> Distributed Systems (MSc)

* Research, 15+ years in DistribSys:
> Massivizing Computer Systems (ecosystems)

> Chair NL IPN SIG Future Computer Systems and Networking
> Chair SPEC RG Cloud Group

* About me:
> | like to help... | train people in need
> VU University Research Chair + Group Chair
> NL ICT Researcher of the Year
> NL Higher-Education Teacher of the Year

> NL Young Royal Academy of Arts & Sciences
VU > Knighted in 2020
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Serverless * virtualized cloud environments: RM&S for workflow and serverless ops, back-end services, big data and graphs, aggregate and

disaggregate resources, VM/contrainerization and JIT compiling, performance, availability, energy. Understand and experiment / analyze /
benchmark ecosystems, design new parts, improve existing parts, share FAIR tools + Memex-like data.
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GOLDEN AGE

OF COMPUTER
1 ECOSYSTEMS



GENERALITY OF MASSIVE COMPUTER ECOSYSTEMS
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ABN-ANlosupetal (2018) Masswlzmg Computer Systems, ICDCS. [Online] Hesselman, Grosso, Kuipers, et al. (2020) A Responsible Internet
F to increase Trust in the Digital World. JNSM [Online]
]


https://arxiv.org/abs/1802.05465
https://doi.org/10.1007/s10922-020-09564-7
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= Age of Distributed
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BUT WE CANNOT
TAKE the SUSTAINABILITY of this
TECHNOLOGY
FOR GRANTED

2 (We need science to tackle the issues)



ECONOMIC AND CLIMATE SUSTAINABILITY OF
MASSIVE COMPUTER ECOSYSTEMS

Power consumption of datacenters:
ECONOMY AND SOCIETY
>1% — >3% of

ARE BUILT ON DIGITAL . .
plobal electricit

€460 M LD 3 ’ 3 M L N Source: Nature, 2018 [Online].NRC, 2019 [Online]

DIGITAL VALUE | JOBS CREATED Water consumption
of datacenters in the US:

Impacts >60% of >625Bn. I/y (0,1%)
the NL GDP (1 tri”ion EUR/y Source?n/ergy Technologies Area, 2016 [Online] - »

56% A Jevons paradox of

IOBGROWTH 7/

——

20192024 g O computer ecosystems?

¢

Other climate impact:

Largely unreported

Source: NASA Earth Observatory .,

Sources: losup et al., Massivizing Computer Systems, ICDCS 2018
[Online] / Dutch Data Center Association, 2020 [Online] / Growth: NL
Gov't, Flexera, Binx 2020. Gartner 2019. IA 2017.



https://arxiv.org/abs/1802.05465
https://www.dutchdatacenters.nl/en/data-centers/what-is-the-economic-impact-of-data-centers/
https://www.nature.com/articles/d41586-018-06610-y
https://www.nrc.nl/nieuws/2019/05/14/datacenters-verbruiken-drie-keer-zoveel-stroom-als-de-ns-a3960091
https://eta.lbl.gov/publications/united-states-data-center-energy

SUSTAINABILITY MUST ADDRESS COMPLEXITY GROWTH

COMPLEX, DISTRIBUTED ECOSYSTEMS DO NOT ACT LIKE REGULAR COMPUTER SYSTEMS

Ecosystems don't
have easily...

Operational goals are
becoming more complex

Operational techniques are

Simplicity
Maintainability
Responsibility
Sustainability
Usability

Metrics to be measured
by provider™ or 1aaS customer'®

Metnics measurable for end-user®!

which includes:

e

Operational risk™, ... Total cost of ownership'™), ..,
- Decisions ot
Aggregate metrics'®),

€.g., unit-free scores, Policy Metrics SLO Violabon Mesﬂ
speedup ralios, ...

Synchronization
Consistency, consensus
Performance
Scalability, elasticity
Availability, reliability
Energy-efficiency

Performance isclation™,
clasticity & Scﬂlﬂbtlil)ﬁc'. Cloud lnlraomtun Performance variabﬂ';!)ym
energy efficiency™, . resource availability!

Resource utdization Theoughput rates’™),
averages™, Iatency" Traditional Performance Metrics end-ho—end nasponse
congestion imes™,

losup, Kuipers, Trivedi, et al. (2022)
Future Computer Systems and
Networking Research in the
Netherlands: A Manifesto. CORR

becoming more complex

Consolidation Offloading

Elastic scaling

Provisioning

Replication

N. Herbst, E. Van Eyk, A. losup, et al. (2018) Quantifying Cloud
Performance and Dependability: Taxonomy, Metric Design, and
Emerging Challenges. TOMPECS 3(4).

Stijn Meijerink, Erwin van Eyk, Alexandru losup (2021)
Multivocal Survey of Operational Techniques for Serverless
Computing. White Paper.



https://arxiv.org/pdf/2206.03259
https://arxiv.org/pdf/2206.03259
https://arxiv.org/pdf/2206.03259

SUSTAINABILITY vs. OPERATIONAL PHENOMENONA

PERFORMANCE, CONSISTENCY, & AVAILABILITY OF MASSIVE COMPUTER ECOSYSTEI\/IS
/,- — /’ = {Q*\:s % The New otk Times

Chaos and Confusion: Tech Outage # ¥

S ’ Polygon Causes Disruptions Worldwide / -
puters were affected after
Source: http://bit.| Al NOV 2024 (aISO monthly )/ e
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http://bit.ly/EveOnline21Crash
https://atlarge-research.com/pdfs/2021-stalluri-user-reports.pdf

COMMUNICATIONS
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GRAPH DATA EVERYWHERE, UNPRECEDENTED SCALE

NEED TO MASSIVIZE GRAPH PROCESSING

Social / gaming TV T e S TS . i wx 4
network s R EELLL U Brain network
“1bilion vertices ~ Web graphg © AR L ~100 billion neurons
~100 billion ~50 billion pages L' k d ~100 trillion
connections ~1 trillion hyperlinks INKe connections

VUk Fakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM. 22



https://arxiv.org/abs/2012.06171
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PHENOMENON: PERFORMANCE IN CLOUD SERVICES
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TECHNICAL SUSTAINABILITY OF APPS USING MASIVE COMPUTER ECOSYSTEMS

What do you thmk will happen with

LLIVIs and other generative Als?

Sorry, but your network is too large to be computed, we are

working to increase the limit, stay tuned! ‘ NN

Feature dlscontmuedI

MASSIVIZER



- Message 2

&\ Much to discover
ana do until
technology ready




OVER-ARCHING GOAL:
WE'RE BUILDING

21t CENTURY ICT
INFRASTRUCTURE



IN 2022, WE RESTARTED THE COMPSYS COMMUNITY... JOIN US!

12O iww  SIG FCSN + Manifesto on

NETHERLANDS

Computer Systems and Networking Research

Clear vision for the field in the NL, 2021-2035

7 universities
5 relevant societal
stakeholders

Available

[
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intainability
tech platforms & socletal goals

Usability

Digitalization, link EU

Manageability

Simplicity and Ma

|1 1 i 1 I |

Sustainability

Responsibility
Energy Efficlency & Climate Reposibility
a1 1 I B | l

Dependability, Trust, and Security

|
Ecosystems of
s Data and App Markets
® Runtime Engines
esource Managemen
ervices

| I N DU N

Full version https://arxiv.org/pdf/2206.03259

Who’s Who in CompSysNL? https://bit.ly/CompSysNLWhosWho
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© 2025 Alexandru losup. All rights reserved.
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https://bit.ly/CompSysNLWhosWho

ONE PROJECT TO MENTION... S

Bia Graph Processing: Used in AI/ML FinTech,
ICT Infra., Industry 4.0, Energy Mgmt.”, etc

vision: Massivizing computer systems approaches are key to enabie big grapn ecosystems

contributed articles

SQuuyeATIONs ;:“;:m:f"" | -
e — = " o
| WUk B = . 50 Grophs: Graph .Masswllzer
A /R —— g,g;n;:rgp:gh EU Horizon project
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CACM Cover/Featured article, Sep 2021 (*) Digital twin for datacenters, with partners including CINECA

L. 30
Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM. [alt{efsi/de[g=1ela Bl ag X\ P4 @ =10



https://arxiv.org/abs/2012.06171
https://graph-massivizer.eu/
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A new science, of

& complex, smart

" computer ecosystems,
ensuring operational

simplicity for the user.
(From here on, it's all details.)

4



ECOSYSTEM = SERVICES + COMPUTING + SMARTS + GOALS

Workload 100s of services
W I ... an ecosystem
" g

Resource Manager
and Scheduler

Creators _
Services

Resource Manager \.."._ ,
and Scheduler |

umnlmuo:)
bunndwon

Source:
Google

Extreme Automation, Performance, Dependability, Sustamablllty
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Today: Five Ideas, Building toward a Program
where Sustainability Is a First-Class Citizen

How to model the system? A: Reference architectures
How to automate improvement processes? A: Digital Twins
Which requirements? A: A pyramid of metrics

How to manage? A: RM&S frameworks

How to improve observability? A: ODA + Memex

SAR o Al

All toward: An R&D&I program, with 8 pillars, on massivizing

computer systems that enables sustainability
35

' uversmen © 2025 Alexandru losup. All rights reserved.



S - * el (*) Computer scientists often use
Massivizing in 8* “easy” steps... 8 8 tholr “round” number
1 . Applications: From single app to workflows, from workflows to development and operation of long-term, interacting

pipelines; new techniques and devices to control operation, including VR devices and Metaverses

Automated deployment and execution for complex applications and services, leveraging resources including
accelerators and multi-party services to ensure functional and non-functional properties as needed

Resource management and scheduling as first-class citizens, able to smartly combine diverse techniques across all
operational layers and to improve (optimize) operation across user and operator goals
provenance, according to dynamic, adjustable, application-driven needs with serverless principles

Digital Twin on the side, smartly providing clear insights for on-going operations, and trusted and comparative

4 . In-flight service management, smartly providing desirable operational properties including consistency and
analysis leading to superior short- and long-term decisions
6 From mere monitoring to Operational Data Analytics, and from logs to an ICT Infrastructure Memex

Toward highly desirable (sustainable, performant, scalable, available, efficient, flexible, secure, etc.) combination of
ecosystems in the digital continuum — and reproducible and comparable
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8 . A coherent view on apps, services, and resources where everything is dynamic, interacting, autonomous, and viable
long-term — from everything discardable to guarantees, attribution, and sovereignty for the entire 215t century

VU4 i © 2025 Alexandru losup RSSSIISTR EELIIE RuEL ARG
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ALL RUNNING ON CONTINUUM RESOURCES & SERVICES A

Consider sustainability across the
continuum, not only a single element

ISSUES: COMPLEXITY, ) a ™\
Endpoint Edge
NON-TECHNICAL ) D) ) €
Data Preprocessing Application Application
Endpoint Edge Cloud ; ® ; ® : @
. annmann (( A)) Application Back-end Back-end
m . / < . / < . f v,
"“00 p—— Operating System &Resource ManagerJ LResource ManagerJ
“ Resourse M [ €9 r €
B ‘oo, ||. .IJ @ \ esource anager) Operating Services Operating Services
.0. \ y, \ p,
L - - /
63— : @ ® ®
Infrastructure Infrastructure | Infrastructure
(: Increasing Resource Constraints | K / \ /
| Increasing Scale, Bandwidth and Communication Latency to Endpoints > < Mist Computing >
(—Qmed by Users X Owned by Service Providers ) < Edge Computing - Multi-access Edge Computing - Fog Computing
Trivedi, Wang, Bal, losup (2021) Sharing and Caring of Data <Mobi|e Cloud Computing> <Mobi|e Cloud Computing>
atthe Edge. HotEdge. Jansen, Al-Dulaimy, Papadopoulos, Trivedi, losup (2023) The SPEC-RG 38
© 2025 Alexan Reference Architecture for the Edge Continuum. CCGRID. Open access: em

https://doi.org/10.48550/ARXIV.2207.04159 .-


https://doi.org/10.48550/arXiv.2207.04159
https://doi.org/10.48550/arXiv.2207.04159
https://doi.org/10.48550/arXiv.2207.04159
https://doi.org/10.48550/arXiv.2207.04159
https://atlarge-research.com/pdfs/2020-hotedge-griffin.pdf
https://atlarge-research.com/pdfs/2020-hotedge-griffin.pdf

REFERENCE ARCHITECTURE: FITS Al/ML, BIG DATA, SCIENTIFIC,
ENGINEERING, BUSINESS CRITICAL, ONLINE GAMING, OTHER APPS

Data
sovereignty
I

Desktop App Notebook [ CLI DevOps
High-Level La =
gn-Leve nguages
Ao l8  (Query, Domain-Specific, etc.) Keras I Spark SQL | @

Platforms —
(Front-End Data/NN structure / NN I
Services) Models model / format / meta ll T €nsorFlow | Spark

Data [d¥]s}ife Federated

Data & A Model JoJof=N ]
A GBT Lake [HINEIES Data Processing

Market Sharing

ML app Is a small
part, but now we
can do complex
workflows

Engines -
(Back-End mm‘ TensorFIowI Spark I
Services)

Rest Is systems,
HW+SW,
including HPC

Adapted from:

Memory &

Resource
Managers

SLURM (L EOEES Mesos YARN

Operating
Sakr, Bonifati, Voigt, Iosup, et Services

al. (2021) The Future Is Big
( ) Infrastructure

Graphs! CACM. 0 Compute & Neuromorph " Sustainability in each layer + across
Storage CPU  GPU ... ...

Zookeeper Kafka



https://arxiv.org/abs/2012.06171
https://arxiv.org/abs/2012.06171

Continuum A
Automate cloud-edge

infrastructure deployment and Physical machine 1 ‘.
[ ewowbe

benchmarking in the N
compute continuum [ o IEA

VM
Endpoint

Cloud

Infrastructure Software Benchmark
Provider Installer Tool |'
Can be used to conduct sustainability experiments in ’

each layer + across, and across the continuum

Matthijs Jansen, Linus Wagner, Animesh Trivedi, and Alexandru losup (2023)
Continuum: Automate Infrastructure Deployment and Benchmarking in the
Compute Continuum. ACM/SPEC ICPE Companion.

Matthijs Jansen, Auday Al-Dulaimy, Alessandro V. Papadopoulos, Animesh

Trivedi, and Alexandru losup (2023) The SPEC-RG Reference Architecture for 40
the Compute Continuum. IEEE/ACM CCGRID.



https://github.com/atlarge-research/continuum
https://github.com/atlarge-research/continuum
https://github.com/atlarge-research/continuum
https://github.com/atlarge-research/continuum
https://atlarge-research.com/pdfs/2023-fastcontinuum-continuum.pdf
https://atlarge-research.com/pdfs/2023-fastcontinuum-continuum.pdf
https://atlarge-research.com/pdfs/2023-ccgrid-refarch.pdf
https://atlarge-research.com/pdfs/2023-ccgrid-refarch.pdf
https://atlarge-research.com/pdfs/2023-ccgrid-refarch.pdf
https://atlarge-research.com/pdfs/2023-ccgrid-refarch.pdf
https://github.com/atlarge-research/continuum

ldea:

& _Automate process-

" improvement through
Digital Twins
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HELPED BY A DIGITAL TWIN FOR ICT INFRASTRUCTURE A

monitoring and datagen OpenDC
simulator

Real-World ICT Infrastructure Virtual ICT Infrastructure

Real- World Appllcatlons e Abstractlon + PrlnC|pIes

‘..ng_ o DevOps

- ) -~ o
- - - )
—_—Pm——————e—e—ee——————————— =\

Real World SW + Serwces 2 5 ModS|m platform -

~ + ODA + key scenarios O

Katia Zockseper

e e e AT WSO T NCSE TR RSN

Real-World HW ) . S Visualization

N EEREms _“\ ' _ B o T .

| goal-oriented steering, RM&S decisions


https://atlarge-research.com/pdfs/ccgrid21-opendc-paper.pdf
https://github.com/atlarge-research/opendc

OpenDC

Datacenter Simulation



https://bit.ly/2RZ7msl

AtlLarge Research?

Goals: — 48° &8 8RS
Teach about sustainability! Q <

a. Enable Cloud computing education

b. Support research into datacenters

Sustainability studies!

@Large Research

Massivizing Computer Systems

https://opendc.org/ VRYE
https://github.com/atlarge-research/opendc austoons. 44



The development of OpenDC

From humble beginnings to large scale projects

OpenDC Ref. Arch. for Resource Serverless Use in

Vision DC Schedulers Procurement Computing 66 fNS
! ! ’ ’ :

2017 > 2018 > 2019 > 2020 2024 2026
; ; ; z ;
Initial Start of Design Space TensorFlow Use in EU H2020
Commit OpenDC 2.0 Exploration Modeling Graph-Massivizer
https://github.com/atlarge-research/opendc 0 Learn more: opendc.org

@ La r e ReS ea rC h Fabian Mastenbroek, Georgios Andreadis, Soufiane Jounaid, Wenchen Lai, Jacob Burley, Jaro
g Bosch, Erwin Van Eyk, Laurens Versluis, Vincent van Beek, Alexandru losup (2021) OpenDC 2.0: VRIJE
. . Convenient Modeling and Simulation of Emerging Technologies in Cloud Datacenters. CCGRID 3 2:“;‘&5“):;' 47
Massivizing Computer Systems PNy tpCERT Mol s


https://atlarge-research.com/pdfs/ccgrid21-opendc-paper.pdf
https://opendc.org/
https://github.com/atlarge-research/opendc
https://github.com/atlarge-research/opendc
https://github.com/atlarge-research/opendc
https://github.com/atlarge-research/opendc

OpenDC Projects

@Large Research |
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https://bit.ly/2RZ7msl

CAPELIN: FAST DATA-DRIVEN DC CAPACITY PLANING

WE SURVEYED AND ANALYZED 89 USE-CASES
°

e High-impact problem Horkioads Topology b
e Long-term effects v
all data all data
e Difficult to predict © © ik
B g e
R R R@ Portiolios ——>]_Simulator |
Capacity Planning Committee (§4) 9 @ {} Data Filter (§6)
Our work: Capelin + OpenDC ‘ 0 win 8
= = = Capacity Planner (§4)
o Host [_I-ul Host LUJ Host Luj
® Sophisticated approach Custer | cioster | croster | || © @decasion
e Based on validated simulator J:lost J:Iost J:’ost ;ost o
e Work with major NL hoster Cluster | Cluster | Cluster Cluster | Cluster | Cluster
. generic, coarse-grained right-sized, fine-grained
Current Practice Capelin (this work)

49



Example: Horizontal vs. Vertical Scaling

CPU load (§5.1.3)
_EEE 1532 PFLOP .

CPU base 1™ == 3063 PFLOP
Overcomm. &R | sy — == | Worse

Power base - <

consumption 2.7 | es- < Worse

Capelin enables complex trade-off exploration, e.g., power

Slides by Georgios Andreadis, VS. performa nce

with input from Alexandru
losup et al.

@ La ree Resea rc h Fabian Mastenbroek, Georgios Andreadis, Soufiane Jounaid, Wenchen Lai, Jacob Burley, Jaro
g Bosch, Erwin Van Eyk Laurens Versluis, Vincent van Beek, Alexandru Iosup (2021) OpenDC 2.0: VRIJE
o 2 = Convenient Modeling and Simulation of Emerging Technologies in Cloud Datacenters. CCGRID e "&’l‘):a
Massivizing Computer Systems PN IRt s


https://atlarge-research.com/pdfs/ccgrid21-opendc-paper.pdf

Radice: Data-driven Risk Analysis of Sustainable Cloud

Infrastructure using Simulation

e Utilize metrics collected in datacenters
® Risk represented as a portfolio of risk factors
e Risk factors composed of:

o  SLO (Service Level Objective) Radice
o Compliance Period (this work)
o  Cost function A
® Three categotles: custome.r-facmg! risks, oo / R — \
company-facing risks, society-facing risks revious
: . Work
e Cost expressed as financial impact (e.g., euros) Traditional Performance Metrics

Slides by Fabian Mastenbroek,
with input from Alexandru losup et al.

@ La rge Resea rCh Fabian Mastenbroek, Tiziano De Matteis, Vincent van Beek, Alexandru losup (2025) VU k vRIjE

UNIVERSITEIT
' AMSTERDAM 5 1

o RADiICe: A Risk Analysis Framework for DataCenters. FGCS.
Massivizing Computer Systems FRaRe N I i e hie P A




Downscaling to save electricity?

Downscaling results in 50,000
lower risk amid soaring Energy Efficiency of Datacenter
electricity prices @ 40,000 @ Google O Average @ Low
<
+
S 30,000
but £
.
@ 20,000
Datacenter operators must g
compromise between @ 10,000
lower topology scale and
0

higher SLA compliance 0.0x 05x 1.0x 1.5x 2.0x 2.5%x 3.0x 3.5x 4.0x

Topology Scale

Slides by Fabian Mastenbroek,
with input from Alexandru losup et al.

@La rge Resea rch [Link to thesis] -> https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d- VU k vRIsE
Massivizing Computer Systems [JESCIEIR VIR SAkP] '
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https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
https://repository.tudelft.nl/islandora/object/uuid:00afeb36-724d-4edf-adc7-67ce991c7d12
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& Understand requirements
M ihrou gh a pyramid of
metrics (or: beyond

traditional metrics)
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Different Performance Goals for Different Stakeholders
Practical Example

Lowest Carbon
Emissions

Lowest
Runtime

J Lowest
Latency

Robert Cordingly, Jasleen Kaur, Divyansh Dwivedi, wes Lloyd (2023) Towards Serverless Sky
Computing: An Investigation on Global workload Distribution to Mitigate Carbon
Intensity, Network Latency, and Cost. IC2E 2023: 59-69

Slide by Robert Cordingly, presented to SPEC RG Cloud on Oct 31, 2023
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FOOTPRINTER

@Large Research
VU S s


https://bit.ly/2RZ7msl

FootPrinter: Quantifying the Carbon Footprint

(I) Data Center (User)

1) [e== 2
(I) Gather data @ Workloads EEServers £ Operation & <«
Egﬁ —= x Software
|
: . 2
(") Convert to Input data (1) Input data /‘D éll) FootPrinter
Workload“- 2% Event-Driven Energy
: Traces A Simulation Sampler
(1) Run FootPrinter = l
HardwareO' Sustainability
{#: Specification Predictor
IV) Analyze performance and |
( ) y P Operationa@
Technique \ 4 7 (IV) Output
I ili Performance = Sustainability
sustainability reports & act A €2) o et

@La rge Resea rCh Dante Niewenhuis, Sacheendra Talluri, Alexandru losup, Tiziano De Matteis
Massivizing Computer Systems (2024) FootPrinter: Quantifying Data Center Carbon Footprint. HotCloudPerf.


https://atlarge-research.com/pdfs/2024-hotcloud-footprinter.pdf

Use Case 1: Evaluate carbon footprint

Power Draw (kW)

The carbon footprint is determined: &

20

: A
A. Determine power draw Energy Carbon Intensity (gCO2/kWh)

B. Collect the carbon intensity (e.g., ENTSO-E) \’\[/\/\W@
04‘Carbon emission (gCO2/h) |
C. Calculate carbon emissions WW

. . . . . . C
Carbon emission is primarily influenced o 1

. . Time (h)
by carbon intensity

The Carbon emissions of a data center
@ La rge Resea rCh Dante Niewenhuis, Sacheendra Talluri, Alexandru losup, Tiziano De Matteis
Massivizing Computer Systems (2024) FootPrinter: Quantifying Data Center Carbon Footprint. HotCloudPerf.

for a specific workload and RM&S policy



https://atlarge-research.com/pdfs/2024-hotcloud-footprinter.pdf

Use Case 2: Compare location E

02
B
e
t == Germany ~-- Netherlands =-- Belgium - France
e Run the same workload t
re 10 led ’ —
e Change data center location 08 R ER .
S H T ™ E s
: Lo6l iin, SiE Y A —
e Compare carbon footprint £s RS H A i
= \\'l‘| 'q' H : ‘u’"\ { v v
Z 02 “‘,' oo Y
o ’ ' . " "‘"\.".-'“"'-w" -
The location of a data center has Ml N T T T

0.0
07/10 08/10 09/10 10/10 11/10 12/10 13/10 14/10
Time [h]

The Carbon emissions during the same workload on
different locations

significant effect on its carbon footprint

@La rge Resea rCh Dante Niewenhuis, Sacheendra Talluri, Alexandru losup, Tiziano De Matteis
Massivizing Computer Systems (2024) FootPrinter: Quantifying Data Center Carbon Footprint. HotCloudPerf.


https://atlarge-research.com/pdfs/2024-hotcloud-footprinter.pdf

Different Performance Goals for Different Stakeholders
A Framework for (New) Operational Metrics

Metrics to be measured
by provider(P) or laaS customer(© Metrics measurable for end-user(®)

)
Metrics for
Operational risk(©), ... Managerial Total cost of ownership®), ...
Decisions

Aggregate metrics(©),

. ) ) ' ' (E)
e.g., unit-free scores, Policy Metrics SLOSX£i|§éI%g;’?;g)S ’
speedup ratios, ... o
Performance isolation(®), e
elasticity & scalability(©) Cloud Infrastructure Performance variability(®),
" ® Metrics resource availability®), ...
energy efficiency™), ...
Resource utilization Throughput rates(®),
averages®), latency(®), Traditional Performance Metrics end-to-end response
congestion times®), ... times® | ...

N. Herbst, A. Bauer, S. Kounev, G. Oikonomou, E. Van Eyk, G. Kousiouris, A. Evangelinou, R.
VU VRUE Krebs, T. Brecht, C. L. Abad, A. Iosup: Quantifying Cloud Performance and Dependability:

UNIVERSITEIT]|

O AMSTERDAM Taxonomy, Metric Design, and Emerging Challenges. TOMPECS 3(4): 19:1-19:36 (2018)




Iyt

Example: Evolution of Electricity Expenses ‘
Customer Company Society
4,000
) Scenario
< 3,000 BB October 2020
§ 1 October 2021
= 2,000
O
(oX
% 1,000
o
0 : —

Electricity  CO2 Resource Resource CO2

Availabliity Scalability Qo> Demand Emissions Saturation Imbalance Emissions

>

\? Electricity expenses become primary risk in datacenters

Fabian Mastenbroek, Tiziano De Matteis, Vincent van Beek, Alexandru losup (2025)
RADiICe: A Risk Analysis Framework for DataCenters. FGCS.
Editor’s Choice, nominated for 2025 Best Paper Award.

@Large Research
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An unusual metric: The cost of making decisions
Real-world experiments are very expensive!
An Environmental Perspective

112 8,600,000,000

2.1 116,000,000,000

Delft > — Rotterdam

<55 billon!
. g . O] O] O

V' U

In Reality

In Simulation

@Large Research Slides by Georgios Andreadis,

Massivizing Computer Systems [RWi1{aWTa]olUi@igelaa WAV (=N C:1ale [(VR LI 0] o W= &= 1



ldea:

=& Manage resources and
" workloads effectively
through RM&S
frameworks (or: beyond
Intuitive best-effort)
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WHICH SHORT-TERM DECISIONS CAN THE ECOSYSTEM TAKE? 3

N — Selected Dynamic,
“T~<.Short-Term Techniques

~ Allocation N

Migration

Consolidation Offloading \ 2

Elastic scaling \ .
o, \
rovisioning ;
1

I

Replication 5 Partitioning Y

Load Balancing !

4

SR Stijn Meijerink, Erwin van Eyk,
Migration Caching | Alexandru TIosup (2021) Multivocal
Ssurvey of Operational Techniques for
— _ Serverless Computing. white Paper.

© 2025 Alexandru losup. All rights reserved. Recap =2 65
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& Improve observability

Hl rough Operational Data
Analytics and the
computing continuum
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OPERATIONAL DATA ANALYTICS

Shekhar Suman, X. Chu, A. losup
(2024) ODA framework for large-
scale infrastructure. WiP.

monitoring and datagen

e

Input actions on each ODA component in each layer

Real-World ICT Infrastructure (

Operational Data ) "
—>| Source & Ontology Datarﬁf:: nga Data Characterisation DataL“eﬂ:rﬂ?t:""g N .
: Mapping 9 9 :

L

)

N EEEEms _-‘\

Layer 1: Security
.| Compute & Storage Runtime Tuning
: | Hardware b P

Rea | WO rl d Ap pl ICatI O n S . I[;:{:gr:«lodel [ Reusability ] [ Experimentation ] [ Data Governance & Security ‘
, : 9 0 9 0 9 0 .
N T L i tiieiiiiiiiieiietieeiiiiiieiiiiiiiesieseeeiieiiiieieiiiiiieies 3
%“ﬁ& % - é,.- oy - H U m a n :?g:t:;; : [ Ei;lo:nucc;'r;g : =
. a i n th e ta- hdolal P ? Profiling Software-based ‘o
: 9| Layer4: % inter- ) (P Error ® Security tot
" Real-World SW + Services @ EHEST BN S | S
= - = '
Ioop (S| et | Alocation & [ Application ][ Workload o
et 6 : | Manager bSchedullng 99 ﬂbFlngerpnntlng g0) L9 Modelling 'y :g"
. o aas ‘8! e Detection || Scalability ](ﬁ s
PSS =S e s - . = = T § Service [bFaun ?0) [b sl ? Hardware-managed g
Real-World HW i | |

Data Sources: : i’ )
i P Infre_xsm:ctule Infrastructure Management
9: On-demand s Facility p ) /
p: Online :
ODA mode of operation: : 4—@: || R it Lr
V U k g; g&?:?iand L Output actions on each ODA component in each layer



OPERATIONAL DATA ANALYTICS

monitoring and datagen (2024) ODA haework for e

scale infrastructure. WiP.

Data Sources

Real-World ICT Infrastructure [ oo ﬁ

L

Real-World Appllcatlons

R e i T

g~ Real-World SW + Serwces 9

Backend Frontend

Data Process Dashboard

Update e v contiuing 52 moakoe for any fusher suss.
Monitoring A1 hes bees mplemectid s we are moriorig e resuts

Od
Incident Reports Data Tablular Data LL'\S':;ZZ'(;ted
L J Scraper|

- Visualization Interaction
@OpenAI

ANTHROP\C e Plot LLM-assisted
character.qi Data Analysis Visualization Analysis
is c @ Ansiyre

Incident

3

stability.ai

. ° s | DEIVICSIENGNE | 77 7 777 i TTTTI T )N Ovtsgesof Lt Services

P €| Layer3: [ s ] ( |
- 0. Allocation & licati
: O : | Resource . Qehadilina F'An?!gmrir
- 4 LLM Service Incident Analysis Chat =
- oA s o8 : o ° ty
e - A = o - |
Real-World HW ) o |
N — ' © |
) e = e
1 e | |

Sandor Battaglini-Fischer, Nishanthi Srinivasan, Balint a et
Laszl6 Szarvas, Xiaoyu Chu, Alexandru losup (2025) - B
FAILS: A Framework for Automated Collection and = N

Analysis of LLM Service Incidents. ICPE.



https://atlarge-research.com/pdfs/2025-hotcloudperf-fails.pdf
https://atlarge-research.com/pdfs/2025-hotcloudperf-fails.pdf

THE CONTINUUM MEMEX = LARGE-SCALE, LONG-TERM STUDY

UNCOVERING THE MYSTERIES OF OUR UNIVERSE, PHYSICAL AND DIGITAL +

o= - -~ 'TOFIND AND ERADICATE ISSUES e

,&’h = :&-\ ik

l:fg ____M_-'L&Jg;:‘i‘&;-v p—
Radio Microwave Infrared V|S|ble Ultraviolet X-Ray Gamma Ray

Cloud, Grid, One aspect. Sci.&Eng. | Consumer| Enterprise  Systems, Performance,
Edge Fog etc BigData, P2P Apps+Sys. | Apps+Sys. S Ecosystems  Availability,

[Versluis et al. TPDS'21]

Game
Trace
Archive




NEW PROCESS — APPLICATION DOMAINS AND COMPUTER
ECOSYSTEI\/IS SCIENCE ARE IVI_UTUALLY REINFORCING

= Translational
Computer Systems and
Networking Research



https://arxiv.org/abs/1802.05465
https://doi.org/10.1007/s10922-020-09564-7

APPROACH: COMBINE MANY METRICS FOR HOLISTIC INSIGHT

One Basic Result in DC design

Uta et al, Beneath the SURFace (2020) An MRI-like View Into

the Life of a 21st-Century Datacenter. USENIX; login.
Versluis et al. (2023) Less 1s not more: We need rich datasets

to explore. FGCS 142.

GPU Temperature

1
\I\l. \I I| | \ I II-II | | 0.8

GPU Fanspeed | THEI (AN III\' U0 |
0.6
0.4

» Server Temperature

Network RX Packets -
Disk 1/O Time - N [ |

Host Free Memory
» GPU Used Memory

ServerPowerusage- (intiy I' H If IIIWII \I\hll I IIHIJ LB 0:2
» Context Switches “ ﬂ H

CPU Load |
0 168 336 504 672 8
Hot GPUs
Cold CPUs*
* when GPUs

VU % Univesser © 2025 Alexandru losup. All rights reserved.

 TERDAM

40 1008 1176 1344 1512 1680 1848 2016 3 mths
Time [hrs]

Could use less powerful,

less expensive CPUs
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An R&D&| program on
& massivizing computer
" systems that enables

sustainability, with

38 pillars
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L - * b (*) Computer scientists often use
Massivizing in 8* “easy’” steps... 8 8 tholr “round” number
1 . Applications: From single app to workflows, from workflows to development and operation of long-term, interacting

pipelines; new techniques and devices to control operation, including VR devices and Metaverses

Automated deployment and execution for complex applications and services, leveraging resources including
accelerators and multi-party services to ensure functional and non-functional properties as needed

Resource management and scheduling as first-class citizens, able to smartly combine diverse techniques across all
operational layers and to improve (optimize) operation across user and operator goals
provenance, according to dynamic, adjustable, application-driven needs with serverless principles

Digital Twin on the side, smartly providing clear insights for on-going operations, and trusted and comparative

4 . In-flight service management, smartly providing desirable operational properties including consistency and
analysis leading to superior short- and long-term decisions
6 From mere monitoring to Operational Data Analytics, and from logs to an ICT Infrastructure Memex

Toward highly desirable (sustainable, performant, scalable, available, efficient, flexible, secure, etc.) combination of
ecosystems in the digital continuum — and reproducible and comparable
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8 . A coherent view on apps, services, and resources where everything is dynamic, interacting, autonomous, and viable
long-term — from everything discardable to guarantees, attribution, and sovereignty for the entire 215t century

VU4 i © 2025 Alexandru losup RSSSIISTR EELIIE RuEL ARG
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MASSIVIZING COMPUTER SYSTEMS

ST Ocll Nitps://atlarge-research.com/publications.html

1.
2.

3.
4
.
6

-
8.
9.

(*) Alexandru losup, Fernando Kuipers, Ana Lucia Varbanescu, Paola Grosso, Animesh Trivedi, Jan S. Rellermeyer, Lin Wang, Alexandru Uta, Francesco
Regazzoni (2022) Future Computer Systems and Networking Research in the Netherlands: A Manifesto. CoRR abs/2206.03259.

(+) Fabian Mastenbroek, Tiziano De Matteis, Vincent van Beek, Alexandru losup (2025) RADICe: A Risk Analysis Framework for DataCenters. FGCS.
Editor’s Choice, nominated for 2025 Best Paper Award.

[+] Sacheendra Talluri, Nikolas Herbst, Cristina L. Abad, Tiziano De Matteis, Alexandru losup (2024) ExDe: Design space exploration of scheduler architectures and
mechanisms for serverless data-processing. Future Gener. Comput. Syst. 153: 84-96.

[+] De Matteis, Gianinazzi, de Fine Licht, Hoefler (2023) Streaming Task Graph Scheduling for Dataflow Architectures. HPDC.

(*) Kounev, Herbst, Abad, losup, et al. (2023) Serverless Computing: What It Is, and What It Is Not? CACM 66(9).
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Environments Using Serverless Computing. ICDCS.

(*)[+] Jansen et al. (2023) The SPEC-RG Reference Architecture for The Compute Continuum. CCGRID.
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10.[+] Andreadis et al. (2022) Capelin: Data-Driven Capacity Procurement for Cloud Datacenters using Portfolios of Scenarios. IEEE TPDS 33(1).
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15.(*)[+] Versluis et al. (2020) The Workflow Trace Archive: Open-Access Data From Public and Private Computing Infrastructures. IEEE TPDS 31(9).

16.(*) Alexandru Uta, Alexandru Custura, Dmitry Duplyakin, Ivo Jimenez, Jan S. Rellermeyer, Carlos Maltzahn, Robert Ricci, Alexandru losup (2020) Is Big Data

Performance Reproducible in Modern Cloud Networks? NSDI.
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