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Abstract
With the popularity of generative AI, LLM inference has
become one of the most popular cloud workloads. Modern
popular LLMs have hundreds of billions of parameters and
support very large input/output prompt token sizes (100K–
1M). As a result, their computational state during LLM infer-
ence can exceed thememory available onGPUs. One solution
to this GPU memory problem is to offload the model weights
and KV cache to the host memory. As the size of the models
and prompts continue to increase, researchers have started
to explore the use of secondary storage, such as SSDs, to
store the model weights and KV cache. However, there is
a lack of study on the I/O characteristics and performance
requirements of these offloading operations. In order to have
a better understanding of the performance characteristics of
these offloading operations, in this work, we collect, study,
and characterize the block layer I/O traces from two LLM
inference frameworks, DeepSpeed and FlexGen, that support
model and KV cache offloading to SSDs. Through our analy-
sis of these I/O traces, we report that: (i) libaio-based tensor
offloading delivers higher I/O bandwidth for both writing
and reading tensors to/from the SSDs than POSIX; (ii) the
I/O workload of model offloading is dominated by 128KiB
reads for both DeepSpeed and FlexGen in the block layer; (iii)
model offloading does not saturate NVMe SSDs; and (iv) the
I/O workload of KV cache offloading contains both read and
write workloads dominated by 128 KiB requests, but the av-
erage bandwidth of read is much higher than write (2.0 GiB/s
vs. 11.0MiB/s). We open-source the scripts and the I/O traces
of this work at https://github.com/stonet-research/cheops25-
IO-characterization-of-LLM-model-kv-cache-offloading-nvme

CCS Concepts: •General and reference→ Empirical stud-
ies; • Software and its engineering→ Secondary storage.
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Table 1. Do popular LLMs (FP8) fit in GPU memory?

GPU model (Nvidia) A100 H100 L40S H200
(40/80GiB) (80 GiB) (48 GiB) (141 GiB)

Granite3.1-8B [6] ✓ ✓ ✓ ✓

Mistral-Large [8] ✗ ✗ ✗ ✓

GPT3-175B [20] ✗ ✗ ✗ ✗

OPT-175B [5, 60] ✗ ✗ ✗ ✗

Llama3-405B [7] ✗ ✗ ✗ ✗
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1 Introduction
With the popularity of generative AI, Large Language Model
(LLM) inference has become one of the most popular cloud
workloads. Modern LLMs (e.g., IBM Granite, Meta Llama,
OpenAI GPT-4, Google Gemini) are trained using trillions of
tokens and contain hundreds of billions of parameters [6, 7,
15, 45]. This increase in model size leads to a higher quality
of generated text and sampling efficiency [16, 34]. At the
same time, there is an increased demand for long-context
LLMs that support context windows up to 1M tokens for
complex applications such as repository-level code under-
standing [18, 32] and long-document processing [42, 57].
As a result, the memory requirement of LLM inference has
grown significantly over the past few years [22]. The speed
at which the memory requirement increases is much faster
than the speed at which GPU memory sizes increase, thus
approaching and, in some cases, exceeding the memory sizes
found in typical GPUs (see Tab. 1).
Multiple solutions have been proposed to address this

memory pressure, such as quantization [23, 24, 27], leverag-
ing model sparsity [13, 53], sharing of computational and
model state [29, 59], compression [43], model parallelism [52],
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Figure 1. State-of-the-practice LLM transformer architecture

and memory offloading [11, 13, 51]. GPU memory offload-
ing techniques are the focus of this work. In GPU memory
offloading, an LLM inference serving framework can offload
the model weights and KV cache to CPU memory or to
storage devices during the LLM inference process1. As long-
context LLMs are becoming common, the KV cache size has
increased significantly [12, 57], and these KV caches may
require long-term storing in a multi-turn conversations to
restore the context so that the KV cache can be reused for
future incoming requests [29].
The current focus of the community is largely on CPU

offloading. However, recent interest has been in the integra-
tion of external storage to support emerging large models
that can approach 100–1,000sGiB, (see Tab. 1) that can be
stored more efficiently (i.e., cost, energy) on SSDs. Integrat-
ing external NVMe SSDs further enables various deployment
and optimization opportunities, including sharing, optimiz-
ing, and managing LLM context states among multiple LLM
inference requests [29, 48, 59]. Despite this, there is a lack of
systematic study on the storage usage and the performance
requirements of SSDs when offloading the GPU memory
usage to SSDs during inference. This is the focus of this
work.

The two main components for offloading during LLM in-
ference are (i) the model weights (i.e., model offloading) and
(ii) the key-value cache (i.e., KV cache offloading). The size
of the memory consumed by the model depends on the size

1This work focuses on memory offloading during the LLM inference opera-
tion, not during model training. See §8 for related work discussion.

of the model and the quantization used. Due to the auto-
regressive nature of the modern transformer architecture
used in LLMs [56], during the iterative generation of out-
put tokens, the LLM serving framework typically caches the
keys and values of previously generated tokens (KV cache).
The size of the KV cache depends on multiple factors, in-
cluding the input and output token lengths, batch size, and
the number of attention heads and layers. This work aims
to characterize the SSD usage (access patterns and perfor-
mance) of the model and KV cache offloading process during
the LLM inference process. We use two state-of-the-art LLM
inference frameworks, DeepSpeed Zero inference [14] and
FlexGen [51], for this study with the OPT models [60] since
both frameworks natively support the OPT models. We con-
duct our study on a GCP g2-standard-32 instance with the
NVMeVirt framework [37] to emulate a fast NVMe device
in memory. In §3, we give a more detailed description and
motivation of our setup. During the serving process, when
GPU memory is offloaded to the SSD, we collect block-level
I/O traces, characterize these I/O traces, and report four main
findings. Based on this analysis, we discuss the role the stor-
age devices can play in supporting LLM inference during the
offloading process.

Our key contributions in this work are:
• Performance benchmarking of DeepNVMe, an I/O library
for tensor transfer between CPU/GPU memory and SSDs
with two I/O interfaces, POSIX and libaio.

• Collect and characterize block-level SSD traces when the
LLM inference frameworks offload the LLM models and
KV caches to SSDs.

• To facilitate reproduction, we open-source the design and
implementation of our code and traces at https://github.
com/stonet-research/cheops25-IO-characterization-of-LLM-
model-kv-cache-offloading-nvme.

2 Background on LLM Inference
In this section, we provide background on LLM inference,
KV cache, and common LLM offloading techniques.

2.1 Large Language Model Inference
In this work, we focus on transformer-based LLMs.We visual-
ize such an LLM design in Fig. 1. Transformers are composed
of a series of transformer blocks. The input to each block first
passes through the self-attention layer. In this self-attention
layer, each input token is multiplied by a weight matrix to
get the Q (query), K (key), and V (value) vectors. Then, the
self-attention mechanism generates the embedding vectors,
which captures the relationships between the input tokens.
In order to extract multiple features, it is a common prac-
tice to use multi-head attention in a layer, where each head
extracts different features. Then, the embedding vectors of
different attention heads are concatenated and passed to the
feed-forwarded layer (FFL).

https://github.com/stonet-research/cheops25-IO-characterization-of-LLM-model-kv-cache-offloading-nvme
https://github.com/stonet-research/cheops25-IO-characterization-of-LLM-model-kv-cache-offloading-nvme
https://github.com/stonet-research/cheops25-IO-characterization-of-LLM-model-kv-cache-offloading-nvme
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Table 2. Details of the GCP benchmarking environment

Component Configuration details

GCP Instance g2-standard-32
CPU Intel(R) Xeon(R) @ 2.20GHz, 32 cores
Memory 128GiB
GPU NVIDIA L4, 24GiB memory
Software Ubuntu 22.04.1, kernel 6.8.0-1020-gcp, NVMeVirt

(commit 17f6f4d), FlexLLMGen 0.1.7, DeepSpeed 0.16.1

The LLM inference process contains two stages that al-
ways happen in sequence: the prefill stage and the decode
stage. During the prefill stage, the input tokens are passed
to the model. The model then generates the KV cache and
the first output token. During the decode stage, the LLM
generates the output tokens in an auto-regressive manner.
In each pass of the model, the model takes the input tokens
and all previously generated output tokens to generate the
next output token (thus, the input length increases with
each pass). The generation of new tokens stops when it
reaches a predefined maximum generation length or the
end-of-sequence (EOS) token. Multiple queries are usually
batched to achieve high GPU utilization in multi-tenant en-
vironments, where multiple inferences happen concurrently.

2.2 Key-value Cache
In LLM inference, each output token depends on all the
inputs and previously generated output tokens (§2.1). By
default, when generating a new output token, all key-value
embeddings of these inputs and previously generated output
tokens are regenerated, leading to repeated computation.
Therefore, a common optimization is to cache the previously
generated key and value embeddings (i.e., input and output
tokens) to prevent regeneration. This caching is referred to
as KV cache and typically resides in the GPU memory and
becomes a large part of the GPU memory consumption dur-
ing the LLM inference process [57]. Offloading is essential to
reduce memory requirements since all key and value embed-
dings of input and previously generated output tokens are
cached, i.e., the total KV cache size increases linearly with
the context window. Specifically, long-context LLMs, which
currently support up to a 1M content window, require a large
KV cache that can be too large for the GPU [57]. For exam-
ple, a recent work reports that the LLaMa-65B model with
4× A100 GPUs can generate KV cache entries at 13.9 GiB/s,
which exhausts the memory of any modern GPU in tens of
seconds [29].

2.3 Memory and SSD Offloading
One solution to reduce the pressure on the GPU memory
of LLM inference is to offload the model and KV cache to
CPU memory and/or storage devices such as SSDs. Both
the model and KV cache can be configured to be offloaded
separately where the nature, granularity, and requirements

of the offloading depend on the inference framework used,
such as HuggingFace accelerate [4], DeepSpeed [14], and
FlexGen [51]. The core idea behind offloading is that due
to the iterative nature of computation in LLM serving, the
required context (model or KV cache) can be fetched from
host memory or storage devices as needed, thus lowering
the memory requirements of GPUs as the GPUs do not have
to hold all the model and KV cache data in GPU memory all
the time during the LLM inference process.

3 Experimental Setup
Hardware and Software Environment: Tab. 2 shows our
experimental setup. We use a g2-standard-32 GCP instance
for this characterization study. Considering that the goal
of our characterization is to study storage I/O patterns and
identify framework capabilities without artificially being
impacted by the slow(er) storage that comes with the GCP
instance, we leverage the NVMeVirt framework to emulate a
fast NVMe SSD in memory [37, 44]. We emulated a 96GiB
SSD (NVM model) (64GiB for DeepSpeed) in DRAM and
dedicated four isolated CPU cores to process I/O requests.
In our microbenchmarks with fio [10], an NVMeVirt NVM
SSD can support 9.3 𝜇s of access latency (4 KiB request), 2.6
million IOPS (4 KiB request) with 16 threads, and a bandwidth
of 5.3 GiB/s with single thread issuing 512 KiB requests which
can be scaled up to 16.9GiB/s with four threads. With this
performance profile, we ensure that the speed of the NVMe
SSD is not the bottleneck when gathering and characterizing
I/O traces during the offloading process. We use this device
for our characterization study in the remainder of the paper.
Selection of LLM Inference Frameworks: For our eval-
uation, we require the LLM inference frameworks to sup-
port SSD offloading. Model and KV cache offloading to CPU
memory are widely supported by popular frameworks such
as vLLM, DeepSpeed, and FlexGen [14, 38, 51]. However,
SSD offloading has only recently gained attention [29] and
is selectively available in open-source frameworks. In our
investigation, we evaluate the DeepSpeed [3, 11] and Flex-
Gen [2, 51] frameworks. DeepSpeed supports model offload-
ing to SSDs for inference [14]. However, from the repositories
examples [11], we infer that DeepSpeed only supports model
offloading, not KV cache offloading to SSDs. FlexGen sup-
ports both model and KV cache offloading to SSDs. There
are also other LLM inference frameworks but we do not use
them for various reasons. For example, the recently published
AttentionStore [29] also supports offloading KV caches to
SSDs, but their code is not publicly available. Alternate to
these frameworks that are recently proposed optimizations
like the disaggregated decoding-prefill architecture [61] and
LMCache [21, 43, 59] that externalize the KV cache from
inference frameworks for distributed or GPU-parallel setups.
In this work, we focus on a single machine, single GPU case,
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(c) Read tensor to GPU
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Figure 2. Tensor offloading — Average bandwidth when transferring tensors between CPU and SSD (a–b); and between GPU and
SSD (c–d)

not a distributed setting. For these reasons, we use Deep-
Speed for the model offloading and FlexGen for the model
and KV cache offloading experiments.
Models and setup:We use OPT models for evaluation, as
they are supported by both DeepSpeed and FlexGen [60]
natively with FP16 quantization (a commonly used quantiza-
tion). We use the largest model supported by the hardware
for model offloading, which is OPT-13B for DeepSpeed in-
ference and OPT-30B for FlexGen. We use dummy models
since our experiments do not compare the accuracy of the
models, where the dummymodels are generated by the Deep-
Speed examples and FlexGen framework [2, 11]. For model
offloading, we also set the number of input tokens to 256
and the output tokens to 32. We have verified that neither
the number of input nor output tokens affects the decode
performance. For DeepSpeed, we use 64GiB of the main
memory for NVMeVirt SSD and 96GiB for FlexGen. For KV
cache offloading, we disable model offloading. Thus, we use
OPT-6.7B since this is the largest model that fits completely
into the GPU memory (24GiB). We set the number of input
and output tokens to 256 for KV cache offloading to show the
I/O workload with a longer context than model offloading.
In Appendix A, we show all the commands that we run

in our evaluations for this paper. A more complete set of
scripts and our trace datasets are available in our artifact
repository.

4 Transferring Tensors with DeepNVMe
Before we do a framework-level evaluation, we evaluate the
performance of tensor transfer between the SSD and the
CPU/GPU memory since this tensor transfer is used during
the model and KV cache offloading. The DeepSpeed frame-
work has an I/O library (DeepNVMe) for transferring tensors
between the SSD storage devices and CPU or GPU mem-
ory [1]. We evaluate the bandwidth of transferring tensors
between CPU–SSD and GPU–SSDwith the DeepNVMe library.
The I/O bandwidth for the tensor transferring allows us to
understand how fast we can transfer model and KV cache
tensors directly from and to the storage devices. Specifically,
in this section, we investigate Question #1: What is the

tensor transferring bandwidth in DeepNVMe between
the CPU/GPU memory and the SSDs, and what does
this bandwidth depend on?

To answer this question, we evaluate the impact of tensor
size, I/O engines, and offloading methods on the bandwidth
of transferring tensors with DeepNVMe. The tensor size is
the total transfer size during offloading. The DeepNVMe li-
brary offers two different I/O engines: a synchronous POSIX
API, and a high-performance asynchronous API based on
libaio. Offloading tensors from the GPU is expected to lead
to lower bandwidth than CPU offloading because the data is
transferred via the CPU memory. DeepNVMe’s experiments
use single-threaded I/O, and we run each configuration five
times and report both the average bandwidth and the stan-
dard deviation. We plot our results in Fig. 2, which shows the
I/O bandwidth (y-axis, higher is better) with an increasing
tensor size (x-axis). We have two observations:
1. libaio based asynchronous tensor offloading delivers

higher tensor transfer bandwidth than POSIX for all eval-
uated scenarios. For example, offloading a 4GiB tensor
with libaio delivers up to 2.9×, 3.3×, 2.8× and 5.5× higher
bandwidth than POSIX for reading tensors to CPU, writing
tensors from CPU, reading tensors to GPU, and writing
tensors from GPU respectively;

2. Neither POSIX nor libaio can achieve the single thread
maximum bandwidth (maximum 4.1GiB/s when reading
tensors to CPU with libaio ) shown in our baseline per-
formance (5.3 GiB/s) of NVMeVirt SSD with fio.
Answer #1: DeepNVMe provides higher tensor transfer-

ring bandwidth from/to SSDs with asynchronous libaio than
with the synchronous POSIX interface, up to 5.5× bandwidth,
but it still has a lower maximum bandwidth than the per-
thread bandwidth achieved with fio. libaio achieves up to
5.5× bandwidth than POSIX. However, the maximum single-
thread bandwidth achieved by DeepNVMe is still 22.6% lower
than the baseline performance of the NVMeVirt SSD with fio.

5 Model Offloading
In this section, we characterize the I/O access patterns and
performance when offloading the models to the NVMeVirt
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Figure 3. Model offloading with DeepSpeed — SSD I/O band-
width over time for OPT-13B

SSD with the DeepSpeed and FlexGen frameworks. We eval-
uate both frameworks with the largest OPT models they
support out-of-the-box, which are OPT-13B for DeepSpeed
and OPT-30B for FlexGen, respectively.

Question #2: What are the I/O access patterns of
model offloading? To study the I/O access patterns that
the frameworks request to the underlying SSD, we collect
block-level I/O traces concurrently with our LLM inference
workload using the bpftrace tool.With bpftrace, we probe
using the block_rq_issue tracepoint and collect the I/O op-
eration’s type (i.e., read or write), request size, and accessed
sectors. In Fig. 3 and Fig. 4, we show the read- and write band-
width (y-axis) during inference over time (x-axis). In the plot,
the bandwidth is the per-second aggregated bandwidth (to
reduce plotting noise). We have the following observations:
1. When the SSD model offloading is enabled, we observe

that all the writes occur at the start of the experiment.
When the number of writes reduces and approximates
zero, we observe an increase in reads from the SSD. We
hypothesize that the number of writes reduces because
the model data is not updated during the inference; hence,
the model that is offloaded to the SSD does not need to be
(re)written after the initial offloading operation.

2. The dominant request size for the block-level reads and
writes is 128 KiB requests (not plotted). Neither DeepSpeed
nor FlexGen provides any configuration parameter to tune
the request size issued to the file system (and to the block
layer).

3. The SSD’s sectors are uniformly accessed by both frame-
works, indicating no hot spot in the I/O access pattern (not
plotted).

4. We report similar I/O access patterns (i.e., bandwidth, ac-
cess ratio) across the ext4 and xfs file systems (not plot-
ted). Thus, in our experiments, the choice of file system
has a minimal impact on the I/O access patterns.
Answer #2: The I/O workload of both DeepSpeed and Flex-

Gen inference with model offloading is dominated by 128 KiB
reads that access a set of sectors uniformly. We only observe
writes at the start of the offloading.
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Figure 4. Model offloading with FlexGen – SSD I/O bandwidth
over time for OPT-30B

Question #3: Can FlexGen or DeepSpeed saturate
the performance of an NVMe SSD with model offload-
ing? To answer this question, we compute the average read
bandwidth of DeepSpeed and FlexGen during the experi-
ments. The average read bandwidth achieved by DeepSpeed
and FlexGen is 4.9 GiB/s and 2.6 GiB/s, respectively, which
is significantly less than the SSD’s saturation point.

Answer #3: Although DeepSpeed achieves 63.3% higher
bandwidth than the maximum read tensor bandwidth to CPU
in the previous section (3.0 GiB/s), neither of them achieves the
maximum per-thread bandwidth of the NVMeVirt SSD with
fio (5.3 GiB/s).

6 KV Cache Offloading with FlexGen
In this section, we characterize the I/O access patterns and
performance when offloading the KV cache to the NVMeVirt
SSD with FlexGen. We disable model offloading to ensure
all SSD I/O is due to the KV cache offloading operations. In
order to fit the model in the GPU memory while leaving
space for the KV cache, we use a smaller model (OPT-6.7B)
than the models used in §5. Further on, to simulate long-
context scenarios (i.e., a typical use-case for KV-caching), we
set the number of input tokens to 256 and the output tokens
to 256 per request and use a batch size of 64.

Question #4: What are the I/O access patterns of KV
cache offloading? In Fig. 5, we show the read and write
bandwidth (y-axis) during the inference workload. Unlike
model offloading, we observe that the KV cache offloading
has a slightly lower read- (2.0 GiB/s) and write (11.0MiB/s)
bandwidth than the model offloading. Furthermore, the read
bandwidth of the KV cache is significantly higher (186.2×)
than the write bandwidth because the KV cache is written
once but read multiple times during the inference process.
Further on, we observe that the dominant request size in the
block layer is 128 KiB for both reads and writes. Lastly, we
observe that the KV cache I/O access pattern to the SSD is
not uniform. In Fig. 6, we show the CDF of how many times
each used sector (i.e., any sector read more than once) is read
during the inference workload. In this CDF plot, the y-axis
presents the percentage of requests that are accessed at least
as many times as the value on the x-axis. We observe the
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Figure 5. KV Cache offloading with FlexGen – SSD I/O bandwidth
over time for OPT-6.7B (batch size = 64). The y-axis is up to
3 GiB/s.

ratio to increase linearly with the access count until a peak
of around 256 times. This peak is expected because the KV
cache for the input tokens is accessed once each time a new
token is generated, and the total number of output tokens
is 256. Each pass generates the KV cache for the new input
token, and all the following token generations access this
previously generated KV cache.

Answer #4: In our evaluation, FlexGen KV cache offload
operation has much higher read bandwidth requirements than
write bandwidth (up to 186.2×). Additionally, both reads and
writes are dominated by 128 KiB requests. The sectors in KV
cache offloading are accessed non-uniformly.

7 Discussion
AreModernNVMeSSDsReady for LLM InferenceWork-
loads?We have taken the first step in this direction by char-
acterizing SSD access patterns during the model and KV
cache offloading operations. Modern high-speed SSDs such
as a Samsung 990 Pro can deliver close to 6–7GiB/s band-
width (sequential, PCIe 4.0, m.2) [9], which matches closely
to what we observed DeepSpeed can leverage. However, we
are aware of the fact a more comprehensive investigation
is required to explore the complete spectrum. For example,
we are planning to explore the impact of more powerful
GPUs than L4 (e.g., A100 and H100), which have signifi-
cantly higher decoding speeds, thus requiring faster access
to the offloaded model and KV caches. Additionally, in a
multi-GPU and multi-SSD setup, the impact of NUMA, GPU-
SSD affinities, I/O scheduling, CPU architecture (e.g., PCIe
complex, lane sharing, and oversubscription), data transfer
mechanism (GPUDirect vs. CPU coordinated), etc. can play
a non-trivial role.
What role can SSD manufacturers play here? SSD in-
ternals are known to be complex [41] leading to various
internal flash translation layer (FTL) implementations and
designs. A big part of this complexity comes from offering the
conventional read-anywhere, write-anywhere-and-anytime
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Figure 6. KV Cache offloading with FlexGen – CDF of how many
times each used sector is read OPT-6.7B (batch size = 64)

I/O interface on top of write-once, read-many, and erase
flash NAND chips. As we explore in this work, model, and
KV cache, offloading workloads (i) use large I/O sizes (i.e.,
128 KiB) and (ii) are dominated by reads; hence, there is an
opportunity to optimize the storage devices for this emerging
important class of workload. In this context, NVMe inter-
faces such as ZNS and FDP, which give more control over
data placement, QoS isolation, and parallelism management,
are of special interest [19, 25, 26, 33].
KV Cache Management in LLM: KV cache management
has emerged as a first-class problem for LLM inference work-
loads [40]. The capability to externalize and offload the KV
cache opens up further opportunities regarding concepts
such as compression/encoding [43], efficient scheduling via
disaggregated prefill-decoding architectures [48], caching
and blending [59], and streaming with fault tolerance [54].
We believe that access to a fast, efficient, and optimized stor-
age (local and/or distributed) will play an important role
regarding when and where LLM states can be (re)stored for
efficient distributed request serving.

8 Related Work
Model Training and NVMe:While this paper focuses on
model and KV cache offloading during inference, SSDs are
also widely used in model training. For example, various
works use SSDs in model training to overcome the memory
wall [17, 36, 55]. BLAS-on-flash [55] is a library for flash-
based matrix operations when the working set can not fit
into the GPU memory. FlashNeuron [17] offloads the in-
termediate data to SSDs to increase the batch size, which
enables higher GPU utilization. Behemoth [36] is a flash-
centric DNN training system that uses NAND flash chips to
replace the conventional HBM in conventional accelerators.
DeepSpeed ZeRO-Offload [50] provides three stages that sup-
port offloading optimizer states, gradients, and parameters
from the GPU memory. Our work focuses on SSD offloading
with inference. The offloading mechanism in DeepSpeed can
be used with inference. Thus, we select DeepSpeed as one of
our evaluated frameworks.
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Model and KV cache offloading for LLM inference:
Model and KV cache offloading is widely used in LLM in-
ference to reduce GPU memory usage. Below, we detail the
state-of-the-practice and the state-of-the-art studies for such
offloading. HuggingFace accelerate [4] allows initializing
empty weights as placeholders and fetching the weights into
GPU memory on demand. DeepSpeed [14, 49] supports of-
floading the model to the CPU or storage devices. CachedAt-
tention [29] caches the KV cache in multi-turn conversations
for reuse. These offloading frameworks offload the full model
or KV cache without considering the sparsity of the model
weights or neuron activations.

Many frameworks exploit the sparsity of models, activa-
tions, or the different importance of different tokens to re-
duce the traffic in offloading. LLM-in-a-flash [13] focuses on
mobile devices and exploits the sparsity of ReLU in the FFN
layer to reduce traffic between GPU and storage. PowerIn-
fer [53] also exploits the sparsity of activations but only sup-
ports CPU offloading. FlexGen [51] is designed for latency-
insensitive applications by batching and offloading to run
LLM inference with limited memory. In our experiments,
we take the simplest offloading strategy, which is to offload
the whole model and KV cache instead of utilizing spar-
sity to reduce the I/O traffic. InfiniGen [39] offloads the KV
cache for long-context generations and exploits the different
importance of tokens to reduce the traffic. There are also
studies that use in-storage processing in addition to offload-
ing [35, 46, 58], but these devices are less readily available
than traditional SSDs, which limits their usage.
LLM serving: LLM serving is designed to serve the LLMs
in real workloads where various kinds of queries constantly
come to the serving system, and the service providers usu-
ally need to achieve throughput and latency guarantees.
vLLM [38] proposes PagedAttention to avoid wasting GPU
memory for pre-allocating the KV cache for future generated
tokens in GPU memory. ServerlessLLM [28] and DeepSpeed-
FastGen [30] split the input into chunks. LoongServe [57]
focus on long-context LLMs.

A recent trend is to separate the prefill and decode stages
and distribute their computation across servers since they
have different computational characteristics [31, 47, 48, 54,
61]. These methods require migrating the KV cache from the
prefilled servers to the decode servers and are orthogonal to
our single-server approach. Mooncake [48] proposes a KV
cache-centric serving framework that balances throughput
and latency. Our work focuses on the most straightforward
case for inference and does not take this complexity into the
evaluation.

9 Conclusion
In this paper, we investigate the I/O characteristics of of-
floading LLM models and KV caches to SSDs during LLM

inference using two state-of-the-art LLM inference frame-
works: DeepSpeed and FlexGen. Our results show that in
a straightforward offloading setup (i.e., single CPU, single
workload) (1) the I/O workload in LLM inference with model
offloading using both DeepSpeed and FlexGen is dominated
by 128KiB reads, (2) in our setup, model offloading does
not saturate NVMeVirt devices which can provide up to
16.9 GiB/s of bandwidth and (3) the I/O workload of KV cache
offloading contains both read and write requests dominated
by 128 KiB, but the read bandwidth is higher than the write
bandwidth (2.0 GiB/s vs. 11.0MiB/s). Though these findings
are not surprising in itself, with this work we have taken the
first step in analyzing the characteristics of I/O workload
for SSD-based GPU memory offloading in LLM inference
and made the I/O traces that we collected for the analysis
publicly available. Based on these findings, we presented a
discussion (along with opportunities) on SSD designs and
KV cache management.
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A Commands Used in Benchmarking
In this section, we show the exact command used in our
experiments. We replace the exact path in the commands by
[PATH]. For all the commands, we assume the DeepSpeed
and FlexGen are installed in the environment.
DeepNVMe test load and store:

python py_ s t o r e _ cpu_ t en so r . py −−
nvme_fo lder [PATH] −−mb_s ize 1 −−
loop 5

python py_ l oad_cpu_ t en so r . py −−
i n p u t _ f i l e [PATH] −− loop 5

bpftrace script, the arguments in the third line are the
major and minor values of the disk’s (SSD’s) device file:

/ / check major and minor :
/ / l s − l / dev / nvme0n1
t r a c e p o i n t : b l o ck : b l o c k _ r q _ i s s u e
/ args −>dev == ( ( 2 5 9 << 20 ) | 4 )
{

pr int f ( "% l l u ,% s ,%d ,% l l u ,% d \ n " , nsecs
, args −>rwbs , args −>bytes , args
−> s e c t o r , args −> n r _ s e c t o r ) ;

}

DeepSpeed inferencewithmodel offloading, we use a dummy
model for benchmarking.

deepspeed −−num_gpus 1 run_model . py −−
dummy −−model f a cebook / opt −13b −−cpu
− o f f l o a d −−d i sk − o f f l o a d −− o f f l o a d −
d i r [PATH] −−prompt − l en 256 −−gen−
l en 32 −− l oop s 1 −−batch − s i z e 1

FlexGen inference with model offloading, we use a dummy
model for benchmarking. We limit the size of the memory
that FlexGen can use.
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sudo systemd −run −−scope −−p rope r t y =
MemoryLimit =10G python3 −m
f l e x l lmg en . f l e x _ o p t −−model f a cebook
/ opt −30b −−path _DUMMY_ −− o f f l o a d −
d i r [PATH] −−prompt − l en 256 −−gen−
l en 32 −−num−gpu− ba t ch e s 1 −− pe r c en t
0 0 100 0 100 0 −−gpu−batch − s i z e 1

FlexGen inference with KV cache offloading. We limit the
size of the memory that FlexGen can use.

sudo systemd −run −−scope −−p rope r t y =
MemoryLimit =10G python3 −m
f l e x l lmg en . f l e x _ o p t −−model f a cebook
/ opt −6 . 7 b −−path _DUMMY_ −− o f f l o a d −
d i r [PATH] −−prompt − l en 256 −−gen−
l en 256 −−num−gpu− ba t ch e s 1 −−
pe r c en t 100 0 0 0 100 0 −−gpu−batch −
s i z e 1
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