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Abstract

The rapid growth of data is expected not only to accelerate but also reshape
business transformation across established enterprises. Meaningful data han-
dling and visualization allows companies to progress, drive innovation, and
maintain market position. However, current business workflows have signifi-
cant bottlenecks, such as inter-departmental dependencies, limited knowledge
in business intelligence tools, and inefficient data visualization processes. In
this context, the emergence of Natural Language Interfaces (NLIs) and Gener-
ative Artificial Intelligence (GenAl) has accelerated the applications of Large
Language Models (LLMs) for data analytics. This thesis aims to design, im-
plement, and evaluate a business data visualization system (DataViz) that
automated processing large-scale data, and generates accurate and useful vi-
sual data insights. We first analyze the stakeholders, use cases and requirements
of the system, provide the design overview, and core modules. Then, we imple-
ment DataViz as a prototype system, including the implementation of front-
and back-end with API calling modules. We showcase the data-processing and
visualization pipeline based on an real-world example. We design and conduct
evaluation experiments to assess the accuracy, performance, and usability of
the system. DataViz demonstrates high accuracy, with 3,7% visualization er-
ror rate and highly positive user feedback, 80% wvery likely responses, on LLM
and data analytics integration based on a usability study. The system allows
for large-scale visualization generation, with average script execution latency
of 11.29 seconds across 10 KB-10 GB data files. This LLM-based analytics
system can pave the way into the everyday business workflows of data-driven

companies.

Keywords: Data Analytics, Large Language Model, Natural Language In-
terface, Human-Computer Interaction, Natural Language Processing, System

Design, Prompt Engineering, Case Study
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Introduction

The big data movement is rapidly reshaping business transformation across established
business enterprises. Various sectors face the impact of increasing velocity of data; the US
healthcare system alone reached, in 2011, 150 exabytes and is predicted to reach zettabyte
(1021 gigabytes) soon [2I]. GenAl solutions have shown to improve time inefficiencies,
outcomes, decision-making of various business models, and transform workflows to fit the
latest technological solutions [36]. The McKinsey Global Institute predicts that Gen-Al
usage has the highest profit potential for automation of operations in companies, and it
is estimated that such implementations could add the equivalent of $2.6 trillion to $4.4
trillion annually in value [9]. Reliance on mass data allows shifting from the predictive
view of operations to visualizing mass growing data, promotes successful data analytics
in real-time, and reduces the cognitive burden of extracting insights from large tabular
datasets [13, 29 [60]. The current competition within companies is to deploy LLMs to
overcome the visualization paradigm. It represents the difficulty of users in translating their
intentions for analysis into tool-specific operations, by natural language instructions |4} [77].
This is strongly motivated by visualization authoring being a complex task, involving
multiple consecutive actions, all of which require expertise and are error-prone for users
with limited visualization experience [I3]. For instance, Unilever’s digital infrastructure
is complex and its network handles on average 240 TB of data a week, for more than 3
billion transactions, and is actively implementing Al-driven solutions, as 500 projects have
been implemented around the world over the last decade [39, [75]. Unilever, among the
world’s leading consumer goods companies, has taken action to include Gen AI solutions
in their business operations [68]. The research of NLIs is prominent and allows users to

have simplicity, interaction with data using natural language questions (NLQs) [33], 135,



1. INTRODUCTION

43, [44], [77]. However, implementation of NLIs includes the inherent ambiguity of natural
language and the common underspecification of user queries [13] [35].

The integration of NLI is becoming apparent (IBM Watson Analytics, Microsoft Power
BI and Tableau), however, there is a gap in research for systematic system design and im-
plementation and evaluation of Al-enabled data analytics systems tailored to enterprise-
specific needs [22, [35], 411, [43] 44 [70, [77]. Tt is challenging to create a fully-automated
data visualization NLI, which will be able not only to process large-scale data but also
seamlessly blend into current business workflows of world-leading companies. This paper
demonstrates how effective Prompt Engineering (PE) can be conducted in order to extract
from LLMs the desired code for visualizations. This approach demonstrates gains in accu-
racy, performance, usability, and resource reduction in the development of an LLM-driven

data visualization system [35].

1.1 Problem Statement

Despite efforts from the research community to provide open source LLM-driven imple-
mentations and architectures for fully automated data analytics systems, we identify the
following bottlenecks [75].

The complexity of extracting, aggregating, and wrangling information from large-scale
datasets affects the time efficiency of performing data analytics. It was noticed that the
pace of workforce needed to prepare PowerBI dashboards from singular or/and multiple
datasets is rather time consuming and does not ensure elimination of a human error.
Partial or complete transformation of this process could enable for an accelerated pace
due to technological automation. GenAl was estimated to improve the growth of labor
productivity from 0.1 to 0.6 % annually through 2040, depending on the rate of adoption
of technology and the redistribution of worker time [9]. Furthermore, combining Al-driven
solutions with other technologies currently used could add 0.5 to 3.4 percentage points
annually to productivity growth [9].

The need for tool-specific knowledge of BI tools and functions is vital to create meaningful
visual data insights. BI graphical interface expects the user to have a deep understanding
of single or multiple datasets and be able to translate the visualization needs into tool-
specific functions [I7, 58, [87]. This affects the validation processes of the data extracted,
processed, and represented. Defective mapping to unexplored areas due to a large number
of attributes and values, insufficient navigation to useful tools to create meaningful insights,

and limited understanding of tool preferences for certain data visualizations can enhance
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the risk of error-prone analytics [58]. This introduces the possibility of human error, as
the data analyst must engage in a trial-and-error process, resulting in fluctuations and
limited precision of data prediction in the declaration of the strategy [74]. Although it
is challenging to automate the data visualization process, this paper will try to design
a visualization tool that allows for fidelity, assuring faithfulness of the visuals that are
relevant to the user prompt and dataset.

The reliance of non-technical users on the data visualization development team to create
new or alter existing data visualizations creates further time inefficiencies. In this thesis,
we refer to non-technical users as enterprise workers who have limited or no background
in dashboard and data visualization creation. We refer to technical users as enterprise
workers who are advanced in dashboard creation, maintenance, and data analytics. These
dependencies make time-sensitive decisions based on the data without having to contact the
technical team, which affects the time-inefficiency bottleneck. This calls for the research
and deployment of a fully automated LLM-driven data visualization system based solely
on unrestricted NLQ. The acceleration in the potential for technical automation was said
to be mainly due to the ability of Gen-Al to process NL and reason about it. This accounts

for approximately 25% of the total work time spent [9].

1.2 Research Questions

To address the aforementioned challenges, we propose the main research question (MRQ):
How to design, implement, and evaluate a LLMs-based business data visual-

ization system? The MRQ can be divided into four sub-questions (RQ):

RQ1 What are the state-of-the-art LLMs applications in data analytics and
visualization? The observed gap in research for systematic design, implementation, and
evaluation of LLM-driven data visualization systems adapted to the enterprise is worth
noticing. Although, advancements in LLM-driven data analytics demonstrate automation
of data visualization generation, enterprise employees, of any data science expertise, often
work on large-scale, sensitive data and require domain-specific solutions tailored to their
business workflows. Nevertheless, it is challenging to propose a fully-flexible system for
visual data analytics, which allows large-scale data processing due to varying system re-
quirements. This question aims to explore the current state-of-the-art and novel approaches

to data analytics automation.
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RQ2 How to design a business data visualization system driven by LLMs?
The bottlenecks in the enterprise workflow described in Section call for LLM-driven
approaches to independent data visualization. This poses a challenge of aligning the design
requirements of the LLM-driven large-scale visualization system with the enterprise needs.
This highlights the need to adapt established workflows without disrupting existing data
practices but enhancing them with the usage of GenAl. The design should not allow for
secure and large-scale data analytics, but also try to maximize accuracy, performance, and

usability of the system.

RQ3 How to implement a business data visualization system driven by LLMs?
The implementation process should allow the system to be accessible to company employ-
ees. This is challenging due to alignment with domain-specific workflows of companies
and needed authorizations of API usage. This system should be implemented in a way
to be deployed in a hosting environment, for instance Datal.ab and allow LLM API au-
thorization without data privacy infringements [74]. It should try to ensure usability with
dynamic interface and allow functionalities useful for users and allow for time-sensitive

data visualization.

RQ4 How to evaluate a business data visualization system driven by LLMs?
The final complex task in developing an LLM-driven large-scale visualization system in-
cludes the implementation evaluation process. With the understanding provided by RQ3,
the system would need to be evaluated in the fields of Human-Computer Interaction (HCI),
Natural Language Processing (NLP), and data visualization generation. This is challeng-
ing due to the vast scope of varying fields involved, and ensuring accurate, efficient, low-
resource, and useful visual insights. The evaluation should be designed and performed on

the basis of the existing literature and the baseline generated using
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1.3 Research Methodology

In addressing the research questions (Section, we employ the following research method-
ologies (RM):

RM1 To address we perform and document a time-constrained systematic liter-
ature review of state-of-the-art and novel systems for Al-driven analytics. We begin by
explaining the methodology of the study and present the systems and their subsequent
evaluation approaches. We summarize and analyze the most relevant work, the PE ap-
proaches, the terminology, and the metrics, which will all be essential to answer the next

research questions.

RM2 To address based on the knowledge derived from the systematic review of
the literature, we will begin the design process by in-depth requirements analysis for the
large-scale data visualization system driven by LLM. We will design the NLI based on
the approaches recommended in the literature to ensure the usability of the proposed
User Interface (UI) and Experience (UX) [I8] [46]. We will design the data visualization
pipeline to ensure the accuracy of the generated plots and well-performing large-scale data

processing.

RM3 To address[RQ3] the process will involve a series of implementation and prototyping
of the LLM-driven data visualization system. The development process will be conducted
in an agile approach and progress updated during bi-weekly sprint runs. This ensures that
progress is visible and that the learning process was successfully documented. We want
to ensure reproducibility; therefore, both source code and experimental material will be

made public.

RM4 To address a series of experiments will be designed and conducted to evaluate
the accuracy, performance, and usability of the system. The studies will be based on
an anonymized case study dataset derived from Unilever, which will be transformed and
scaled accordingly and will have adequate metrics. Core experiment choices, such as NLQ
preparation, will be motivated by research, and finally to ensure usability, a user study
will be conducted within the business enterprise setting to evaluate the HCI of the system.
This will allow for a comprehensive assessment and limitation, as well as future work

recommendations of the proposed system.
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Throughout all stages of answering the aforementioned research questions, we impose a
strong emphasis on open and reproducible science. The proposed system follows standard
practices and is accompanied by documentation that includes the latest LLM-driven solu-
tions and uses the acquired knowledge base for the design, implementation, and evaluation
processes. The documentation will be open source in hopes of encouraging the community
to expand on it, as research on the deployment of Al-driven data analytics solutions in

business settings is rapidly evolving fields [3].

1.4 Research Contributions

Addressing the research questions, our study makes five research contributions (RC):

RC1 (Conceptual) We conduct a systematic literature review on the state-of-the-art LLMs
applications for data analytics and visualization. We learn that existing LLM-driven vi-
sualization systems often understate large-scale data processing and that prompt
engineering techniques, such as SCOT, can improve LLM’s code generation capabilities

([F2.3).

RC2 (Conceptual) We design a business data visualization system (DataViz) that auto-
matically performs data analytics using LLMs. We systematically analyze 6 key stakehold-
ers, 3 use cases, and define 5 functional and 5 non-functional requirements for the system.
We further propose different system components, including critical modules for natural
language interface, error handling, and prompt engineering. We also design an evaluation

framework for assessing accuracy, performance, and usability of the system.

RC3 (Technical) We implement and evaluate the system for real-world business data
visualization. We apply different evaluation metrics to assess the accuracy, performance,
and usability of Dataviz. For accuracy and performance, we design user prompts covering
common data visualization use cases and data combinations. For usability, we conduct
a real-word user study and collect feedback from exemplary company employees. We
demonstrate that a fully-automated, visualization-first system driven by LLMs can be
implemented deploying a lightweight architecture . We evaluate that it can produce
accurate and timely data analytics for varying-scale datasets with 3.7% of visualization
error rate and an average execution latency of 11.29 seconds across 10 KB-10 GB files

([F5.1] [F5.4).



1.5 FAIR Data and Software

RC4 (Open Science) We follow the FAIR principles and will release the data and code as

a contribution to open scienceﬂ

RC5 (Personal Development) This thesis has a significant impact on the author’s personal
development and help the author build scientific and technical skills in the research of

LLM-driven solutions for data science and analytics.

1.5 FAIR Data and Software

We strive to adhere to the FAIR principles of scientific data and software. FAIR, which
stands for Findability, Accessibility, Interoperability, and Reuse of digital assets, is a set of
guidelines to ensure open science and reproducibility of the used dataset [3]. This thesis

is evaluated based on anonymized case study data (2.2 MB). The implementation and
experiment documentation are available on GitHub E|E| (RC4).

1.6 Statement of Non-Plagiarism

I confirm that this thesis is my own work, is not copied from any other source (person,
Internet, or machine), and has not been submitted elsewhere for evaluation. The work,
findings, and formulations that do not represent my contribution are explicitly acknowl-

edged by citations.

1.7 Thesis Structure

In Chapter [2, we address and conduct a literature review and present relevant back-
ground information . Chapter relates to[RQ2|and specifies the core design choices
made based on the summarized and documented research . In Chapter [4, we answer
R Q3| and describe the implementation choices behind Dataviz . Chapter [5| we ad-
dress and summarize the experimental setup and present the core findings to ensure
that all system requirements were covered . Chapter |§| conveys the design, imple-
mentation and evaluation limitations and consequent future work. Chapter [7] summarizes

the thesis by answering the research questions.

!The data and code will be accessible after the evaluation of Unilever.
Zhttps://github.com/mmyalen/DataViz
3https://github.com/mmyalen/experiments—-bsc-thesis-2025-DataViz
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Literature Review

For addressing this chapter conducts a systematic literature review on LLMs appli-
cations in data analytics. We begin by explaining the key technical terminology in Section
for ensured understanding of the following chapter and thesis.; We derive the context
and scope of LLMs approaches in data analytics and visualization (Section ; We de-
scribe the methodology of conducting a systematic literature review (Section , and is
followed by a synthesis of core research findings with a focus on LLM-driven analytics and
novel PE approaches; The summary of the key findings of the literature review is included

in Section 2.5

2.1 Terminology in LLM-Driven Analytics Systems

Data Analytics System is a framework for data collection, aggregation, processing, and
visualization, which is highly automated, friendly to non-experts and generic, enhanced by
error handling [85], 89].

LLM are computational models that have the capability to understand and generate human
language. LLMs have the transformative ability to predict the likelihood of word sequences
or generate new text based on a given input [7].

Generative Pre-trained Transformer (GPT) refers to the first Transformer-based pre-
trained LM that can effectively manipulate the semantics of words in terms of context [45].
It is pre-trained on a massive corpus of text, have acquired a vast amount of knowledge,
and can be utilized for various downstream tasks, including language translation, text
classification, and data parsing [78]. Exemplary GPT is the OpenAl Transformer, which

uses the decoder of the transformer to model the language as it is an auto-regressive model
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where the model predicts the next word according to its previous context. GPT is uni-
directional, that is, the model is only trained to predict the future context from left to
right, which assures its content generation capabilities [45].

Hallucination Although language models can generate fluent and informative answers to
human questions, they may not always be accurate [8, [7I]. Online models such as Codex,
GPT-3, and GPT-4 are not fully controllable and stable, as they suffer from hallucination
problems, and occasionally provide unstable output with incorrect answers, leading to
failure to follow the designed pipeline [71].

Prompt Engineering (PE) (zero-shot and few-shot) allows for communication and
interaction with LLMs. PE can be leveraged in enforcing rules for improved output from
LLMs [37]. Zero-Shot Learning directly feeds the requirement into LLMs without exam-
ples. Then, it extracts a program generated from LLM outputs [28]. Few-Shot Learning
randomly selects several requirement and code pairs as examples. Given a requirement,
it concatenates the examples and the requirement together, making a prompt. Then, the
prompt is sent to LLM, and LLM predicts a new program [2§].

Natural Language to Visualization (NL2Viz) aims to transform natural language
descriptions into visual representations for a grounded table, allowing users to gain insights
from vast amounts of data [82]. Implementing NL2Viz is particularly challenging due to
the ambiguity and underspecification of the requirements on the prompts, which makes
accurate data processing and visualization prone to failure [35, [66].

Natural Language Interface (NLI) serves as a complementary input modality for visual
analytics. It can provide users with an engaging experience and generate data insights in
a time-efficient manner [63].

User Study is a cost-effective approach to gather data on stakeholders, their needs, and
intentions. Consequently, to translate them into user requirements that support the devel-
opment of useful and usable products [25],[64]. Conducting a user study with enterprise data

simulates real-world behaviors and enhances documentation with a realistic evaluation.

2.2 Context and Scope of LLMs for Data Analytics

Existing studies demonstrate a notable focus on LLM-driven data visual generation (both
with and without accompanying text data analysis, as well as prompt optimization and en-
gineering techniques [31], [8T]. However, this leaves a critical gap to systematically explore

broader applications of LLMs that are suitable for visualization-first lightweight system
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that allows for large-scale, independent, efficient and context-aware data processing, ag-
gregation, and visualization. This is imperative in today’s market, enabling the adoption of
current solutions and the exploration of new opportunities to grow and remain competitive,
especially for leading industrial and business enterprises.

In response to these gaps, our literature review adopts a systematic approach to examine
the LLM-driven data analytics [5], 27, 83]. It involves a comprehensive search in multiple
academic databases using well-defined keywords related to this area. The process follows a
comprehensive literature review methodology, ensuring that only the most relevant studies

are included in the analysis.

2.3 Methodology for Systematic Literature Review

To perform a systematic review to explore state-of-the-art LLM-driven systems for data
visualization analytics, we depict the process in Figure 2.1] following the systematic liter-
ature review steps from the study [5], 83]. This methodology was used to ensure a rigorous
and reproducible literature synthesis, providing a comprehensive understanding of the cur-
rent applications of LLMs in the field of data analytics, specifically context-aware data
visualization generation from the free-text form prompt. This structured approach es-
tablishes the foundational framework for identifying, categorizing and evaluating relevant
contributions in this emerging area.

Our systematic literature review process consists of 8 steps, organized into 3 stages.
Steps 1 and 2 produce the planning stage. Step 1 defines the scope of the study, Step 2
describes a preset plan to use in conducting the review, which should be strictly followed
to ensure a systematic and reliable search. We also describe the keywords for searching
literature. For broader LLM based data visualization systems, we use keywords such as:
"LLM data visualization", "LLM data insight generation", "Al Data Analytics", and "AI
data visualization". In conducting stage, Step 3, 4, and 5 depict the search strategy of the
literature, which was conducted using the listed keywords with the use of multiple academic
databases, including Google Scholar, arXiv, IEEE Xplore, and ResearchGate. The articles
found were searched using the simplified method, which narrows the body word by first
scanning for relevance in the title, then in the abstract with full text review when the steps
done before were applicable and relevant to the stated research questions. In Steps 6 and
7 relevant data from the papers were extracted. The findings were documented in Step 8

as the documenting stage.
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The key findings are documented in Table which describes, for each review article,

its application to the system, the models deployed, and the datasets used for evaluation.

Planning
the Review

Narrow Down the Body of Work

Step 3: Search the Literature Review Title

Step 4: Screen for Inclusion Review Abstract

Conducting

the Review Step 5: Assess Quality Review Full-Text

Step 6: Extract Data

Step 7: Analyze and Synthesize Data

Documenting . _—
the Review Step 8: Document the Findings

Figure 2.1: Overview of the systematic literature review process for this thesis, reproduced

from [83].

2.4 Applications of LLMs for Data Analytics

The methodology outlined in Figure [2.]] facilitated the identification and comparative
analysis of recent LLM-driven data visualization frameworks, summarized in Table 2.1} It
is worth noting that the provided table only includes core reference systems, which are not
exhaustive.

These systems employ advanced language models including GPT-4, and fine-tuned vari-
ants, which support natural language interfaces for data processing and visualization gen-
eration. Each one proposes a tailored and varying set of functionalities and architectures
used from schema filtering and in-context learning to modular pipelines. The reviewed
applications are benchmarked on heterogeneous datasets, ranging from domain-specific

collections like NVBench and IMDb to custom or open-source datasets [32]. NL4DV is

12
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frequently adopted as evaluation baseline due to its rule-based design [44]. This literature
documentation stresses the rapid development and varied approaches in integrating LLMs

for visualization tasks.

The gap identified through this review refers to the lack of lightweight solutions capable

of data visualization for large-scale datasets, specifically those that exceed size of 30MB.

2.4.1 Applications of LLMs for Data Visualization

Within recent significant advancements in LLMs with online models, such as Codex, GPT-
3, and GPT-4, Gemini, as well as open-source models Flan-T5 and LLaMa, it is worth using
such tools and strengthening research toward their deployment in business and enterprise
context [8, [10] [71) [72]. These models were proved to be effective in the analysis and ex-
traction of relevant information from structured and unstructured data, as well as in the
generation of code and web design [8, [58, [71]. Despite having shown effectiveness and
improved performance LLM-based systems have documented limitations, such as provid-
ing insufficient explanations for the system’s generated output and being inconsistent in
generating data visualizations [32, 58]. These unexplainable, uncertain systems impact
transparency and trust, making it difficult for users to find and fix errors. Several systems
pretrained LLMs to generate Python-based visualization scripts. For example, Chat2VIS
leverages prompt-engineered interactions with ChatGPT and Codex to generate code for
user-uploaded CSV files, supporting free-form natural language queries [35]. LIDA ex-
tends this by supporting code generation for summarization, exploration, and infographic
rendering using a modular LLM pipeline [13]. While the systems reviewed in Section
do not explicitly address large-scale data visualization, the study done by Cheng et al.
evaluates the capacity of GPT-4 for large-scale data analysis by processing data files in
smaller, manageable chunks to overcome the limitations of the context window. The re-
liance on token-limited contexts, output inconsistencies, and edge cases affect the fidelity

and accuracy of LLM-generated code and subsequent data visualizations [32] [5§].
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Reference Description Model Evaluation Datasets
Prompt4Vis In-context learning GPT-3.5- Compared against NVBench
(2024) [29]  using multi-objective Turbo ncNet, Seq2Vis,
example mining and Transformer,
schema filtering for RGVisNet using Vis
simplified database Acc, Axis Acc, Data
search. Acc, Overall Acc.
Chat2VIS Streamlit-based web ~ ChatGPT, 6 case studies nvBench,
(2023) [35]  app using PE, Codex and  compared against IMDb,
description and code GPT-3 NL4DV and Colleges,
primers. Supports ADVISor; Energy,
free-form NL queries robustness tested Products
and CSV uploads up with ambiguous
to 30MB. prompts.
ChartGPT  Six-step reasoning Fine-tuned  Evaluated against Custom
(2023) [7I]  pipeline powered by  Flan-T5- NL4DV and ncNet dataset
a fine-tuned LLM XL using consistency, based on
including multi-view similarity NL4DV
interface, enabling (ROUGE-L, BLEU),
users to inspect and and user study.
modify intermediate
outputs.
LIDA A novel tool using GPT-4, Integrated into Vega
(2023) [I3]  modular pipeline for ~ ChatGPT,  NL4DV toolkit for datasets
data summarizing, PaLM, conversational
goal exploring, code  Cohere interaction and

generating and a

infographic module.

ambiguity detection.

Table 2.1: Summary overview of LLM-Based Data Visualization Applications.

2.4.2 Applications of Prompt Engineering for Code Generation

Methodologies that improve context awareness of LLLMs and are domain-specific include
prompting and fine-tuning [71] (Figure 2.2). Although one does not exclude the other,
for the scope of this paper we will primarily focus on PE methods in hopes of creating a

visualization-first system for large-scale data processing.
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2.4 Applications of LLMs for Data Analytics

L L Output: Response
: Context generated by LLM

Pre-trained on billions of
parameters

Prompt Engineering
A

3

User's Input

Figure 2.2: Visual breakdown of prompt engineering process. The user’s input is provided as
an instruction prompt through a natural language interface, combined with a context prompt,
and then fed into the LLMs as a whole, reproduced from [59].

The term prompting refers to providing the model with a text that includes the context
of domain tasks and expected outputs [71]. A prompt is a set of instructions provided
to an LLM that is programmed by customizing it and refining its capabilities [80]. PE
is a relatively recent discipline that focuses on developing and optimizing prompts to
effectively utilize LLMs in a wide range of applications and research [19]. Tian et al.
claim that context-aware models show more efficient results using only PE methods due
to the simplified approach when the model does not need to rely on large amounts of
domain-specific knowledge [7I]. Maddigan et al. research that the most effective method
to obtain the product tailored to the desired product is by using the "show-and-tell"
technique. This is achieved by providing the API call with a Description Primer, which
includes, i.e., table schema, column types or dataset preview, and a Code Primer, which
serves as a starting point and guidance to LLMs output of the Python visualization script
[35]. The limitation of this approach is that both of the prompt primers lead to extensive
token usage, which makes the use of the API call more costly and less time-efficient. Novel
solution of V. Dibia highlight latency limitations, as LIDA’s integrates computationally
expensive GPT-3.5, which requires significant compute resources to deploy at low latency.
All the aforementioned systems are given in Table [2:1]

One of the most used methods is Chain-Of-Thought (CoT), which can be applied for
zero-shot and few-shot prompting [71, [79, 88]. CoT improves the output of LLM by
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structuring the prompt into several intermediate steps of natural language reasoning and
can minimize token usage for online LLM pipelines [28, [49] [79]. It shows remarkable
performance in varying natural language tasks and minimizes the risk of hallucination, as
explained in Section 2.1} However, it tends to perform with lower accuracy when solving
problems more often than the exemplars shown on the prompts and when applied to code
generation tasks.[28, 88]. Zhou et al. propose a technique of least-to-most prompting
for solving complex LLM-based tasks, yet for code generation tasks, determining problem
decomposition can be non-trivial. Li et al. explore an enhanced version of CoT specifically
designed for code generation [28]. Structured Chain-of-Thought (SCoT) prompting (Figure
3.7)), which is an innovative prompting technique tailored for source code production due
to incorporation of program structures (sequence, branch, and loop structures) into the
reasoning steps [28]. Li et al. evaluated the effectiveness of SCoT on ChatGPT and Codex
and demonstrated a superior performance over CoT induced by up to 13.79% [28], 59].
Initialize a result with -999999

Iterate through the list of lists

Initialize a sum with @

Iterate through the list

Add the element to the sum

Update result with the maximum of sum and result

Divide the result by K
Return the result

(a) Chain-of-Thought

coO~NOOUNBAhWNR

Input: arry: list[list], K: int

OQutput: result: int or float Loop

1: Initialize a_result with -999999 __ Structure

2: ifor _list in the 1list of lists: :

3: C@lgul,a,tg,thg,sym,gt,th,e,_llst,,, !

4: | {if the sum is great than result: Branch
5:1 | Update the result L1 Structure
6: iDivide result by K | Sequence

7: lreturn result " Structure

(b) Structured Chain-of-Thought

Figure 2.3: The comparison of a Chain-of-Thoughts (CoT) and Structured Chain-of-Thought
(SCoT), taken from [28].

2.5 Summary of Literature Review

In this chapter, we addressed and conducted a systematic review of the literature
on LLMs for data analytics. We systematically explored LLMs and prompt engineering
techniques for the generation of data visualization scripts, summarizing current studies and
gaps (as . We begin by defining the context and scope of LLMs in data analytics,

clarifying key terminologies used throughout this work. We clearly present our literature
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review methodology and process in detail. Then we focus on two main application areas:
(1) The use of LLMs for data visualization, and (2) Prompt engineering for code generation

in data analysis. The summary of key work is listed below:

F2.1 The majority of the explored LLM-based systems prioritize usability over scalability,

reducing the adoption of software to growing large and mass-scale data.

F2.2 Available LLMs, although allow effective natural language processing and data visu-

alization efforts, are limited by API latency and the token context window.

F2.3 Prompt engineering methods such as CoT and SCoT show effective ways of providing

context and improving accuracy for LLMs such as GPTx and Codex.

F2.4 The lack of systematic evaluation metrics and benchmarks reduces comparability

between various LLM-based systems and limits reproducibility.

F2.5 The popular topic in this research area is focusing on resource minimization (token

usage, latency minimization, and API utilization) of GPT models.

Due to rapid evolution of LLM integration and business workflow automation, future di-
rections should focus on: (1) Structured evaluation of data visualizations, and (2) Accurate

generation of visualization scripts.
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Design of DataVviz

For addressing this chapter designs a system for the visualization of large-scale
business data. We summarize and describe the core stakeholders, use cases and follow
this by functional and non-functional requirements analysis in Section We inspect the
components of the design overview in Section [3.2] and explain in detail the design choices
behind the NLI, PE, the data visualization pipeline and error handling in Section (3.3}
Furthermore, we describe the metrics in Section [3:4] for the DataViz evaluation; The
summary of the key work of the design is included in Section and limitations in Section
0. 1]

3.1 Requirements Analysis

To ensure that the large-scale data visualization system is aligned with the objectives of
its intended stakeholders and the enterprise needs, we perform a requirements analysis.
We identify key stakeholder groups (Section , their representative use cases (Section
, and the corresponding functional requirements (Section and non-functional
requirements (Section [3.1.4). This matches stage (1) of the AtLarge Design Process [23].

3.1.1 Stakeholders

We distinguish the following stakeholders, the list of which is summarized in Table
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Tag Stakeholder

S1 Non-technical Enterprise Employees
S2 Technical Enterprise Employees

S3 Enterprise Decision-making Units
S4 Researchers

S5 Students
S6 General Public

Table 3.1: Stakeholder Summary.

(S1) Non-technical Enterprise Employees are individuals without the technical skills
to create data visualizations using Bl-specific functions and tools from a singular or multiple
datasets. They are responsible for the analysis of the generated charts for decision-making

efforts or want to expand their understanding of data independently.

(S2) Technical Enterprise Employees are individuals who are proficient in using BI
tools to create visual data insights. They seek to deepen their understanding of domain-
specific data more time-efficiently, improve their data visualization skills further, or gain

inspiration for data handling.

(S3) Enterprise Decision-making Units are divisions responsible of analyzing data
visualization from large-scale data files for decision-making efforts that are substantial to
enterprise evolvement and persistence on the market. They require accurate data repre-

sentation for well-guided and timely decisions.

(S4) Researchers give us invaluable knowledge about the past, present, and future of
LLM-driven visual data insights. Their job is to seek deep and reliable data analytics efforts
and structured solutions that enterprises could benefit from. They investigate reliable

applications of various models and techniques for large-scale data visualization pipelines.

(S5) Students represent not only individuals interested in the topic of data analytics,
but also the future of research and efforts for Al-enabled automation solutions. They
are the LLM systems architects and data science researchers of tomorrow. Therefore, a
comprehensive understanding of LLM-based analytics systems is essential for them and

should be made more accessible.

(S6) General Public may begin to look for more environmentally friendly solutions to
the increasingly growing mass data. The comprehension of such assets is essential not

only in their daily lives, but also in their understanding of current Al-based solutions and
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independent data analytics. The general public needs knowledge to be intelligible to new

approaches, with an explanation of new concepts and technicalities readily available.

3.1.2 Use Cases

We distinguish the following use cases, the list of which is summarized in Table [3:2] These
are identified based on the stakeholders depicted and summarized in Table This is
essential for further investigation of the usefulness and reproducibility of the research efforts

on LLM-driven data analytics.

Tag Use Case

U1l Time-efficient and Large-scale Data Visualization
U2 Fully-automated Data Visualization

U3 System Extension and Improvement

Table 3.2: Use Cases Summary.

(U1) Time-efficient and Large-scale Data Visualization should be accessible by en-
terprise employees of various expertise backgrounds, both non—technical and technical
(S2)| who are enabled to derive analysis from time-efficient data visualizations based on
large-scale files. This is substantial for solving bottlenecks mentioned in Section [I.I} which
describe the inefficiencies caused by time constraints to create data visuals. Furthermore,
the beneficial elements of this system are the individuals and units that make decisions
(S3)|, whose actions can be based on reliable insights generated without a possible misuse
of BI tools. LLM-driven solutions for business workflows are currently a highly researched
subject; therefore, researchers should have access to reproducible documentation of
this thesis.

(U2) Fully-automated Data Visualization should allow specifically non-technical en-
terprise employees and decision-making units to analyze large-scale data in an
independent manner. This could solve the bottleneck of dependencies on the technical
divisions and allow fully-automatic data visualizations using free-text. This solution could
also be beneficial for researchers who specialize in prompt engineering and visual-
ization efforts, students and the general public [(S6), who could create customized

visualizations based on their personal needs.

(U3) System Extension and Improvement Researchers|(S5)|and students|(S6)|should

be able to fully dissect and extend the basic capabilities of the system to enhance the vi-
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sual generation capabilities of the system. This could include changes that are raging
from those concerning user interface and experience design to testing other prompt engi-
neering techniques other than those mentioned in Section [2.4.2] This is essential as the
research towards LLM-based solutions is prominent nowadays and is significantly evolving

in enterprise adoption and research capabilities.

3.1.3 Functional Requirements

We distinguish the following Functional Requirements (FR), the list of which is summarized
in Table These are identified based on the stakeholders depicted in Table Based
on the identified envisioned users and their consequential user cases, we can establish the
core design requirements of the DataViz system for large-scale data visualization. We
identify the Main Functional Requirement (MFR) in the following manner:

MFR: Accurate data visualization generation from natural language prompts and CSV

type datasets, without the requirement of technical expertise.

Tag Requirement Category
FR1 Prompt Alignment with Data Visual Intent Accuracy
FR2 Correct Utilization of Dataset sample Accuracy
FR3 Fully-automated Natural Language Interface Usability
FR4 Secure Data Handling Usability
FR5 Error Detection and Handling Usability

Table 3.3: Summary of Functional Requirements of the Dataviz system.

(FR1) Prompt Alignment with Data Visual Intent is necessary to obtain accurate
visual insights of the generated data based on the prompt provided by the user, so that
the created image is tailored to the personal needs of the user and the request. The system

shall handle ambiguous and misspelled prompts.

(FR2) Correct Utilization of Dataset Sample stands for correct extraction of column
names in the data file provided by the system user. This is essential for accurate code

generation and execution for accurate data insight, which is aligned with the file.

(FR3) Fully-automated Natural Language Interface should enable the user to nav-
igate the user interface and be easy to operate with. It should convey a prompt field for
the user to submit to the LLM, as well as other input needed to generate a visualization

aligned with the analysis intention. The interface should not be constrained by any column
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disclosures or modular pipelines to ensure non-technical users could freely generate data

visualizations.

(FR4) Secure Data Handling stands for the system’s ability to process the business
enterprise, sensitive data in a way that aims to maximize security and minimize privacy

breaches.

(FR5) Error Detection and Handling stands for the system’s ability to notice and
inform the user about the erroneous behavior both by the system and by the LLM. This can
be caused by misalignment of the user prompt and the provided dataset or any occurrence

issues with data visualization script execution.

3.1.4 Non-Functional Requirements

In addition to the functional requirements of Section|3.1.3] we determine five Non-Functional
Requirements (NFR) for the DataViz system for large-scale data visualization. We sum-

marize the list in Table

Tag Requirement Category
NFR1 LLM-driven Visualization Accuracy Accuracy
NFR2 Low-latency API Responses Performance
NFR3 Large-scale Data Processing Performance
NFR4 Efficient Code Execution Performance
NFR5 Reproducibility Usability

Table 3.4: Summary of Non-Functional Requirements of the Dataviz system.

(NFR1) LLM-driven Visualization Accuracy is substantial for the correct execution
of the script. This requirement is necessary to validate that the LLM response is aligned
not only with the prompt and the provided dataset, but also visually and semantically

accurate to the visualization intent of the user.

(NFR2) Low-latency API Responses is aimed at time-efficiency value of the system.
This requirement is needed to ensure the errors connected to context window and the
maximal number of tokens needed for input and output chat completion. This limitation

should be targeted by the system by proposing a lightweight solution.

(NFR3) Large-scale Data Processing is crucial to the performance of the proposed
system. Based on varying dataset sizes, the system should process the visualization script

in a time-efficient manner.
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(NFR4) Efficient Code Execution is needed for large-scale execution of the LLM-
generated visualization script. This requirement is motivated by the need for an efficient

and effective solution for processing large data files and code execution in a timely manner.

(NFR5) Reproducibility is needed for the visualization system to be well documented
to ensure reproducibility of its design, implementation, and evaluation. The system should

be structured and allow for understanding of the open-source community [69].

3.2 Design Overview of DataVviz

The high-level architecture overview of the DataViz for large-scale data visualization
through prompt engineering is shown in Figure [3.1] The system consists of an NLI, which
enables user interaction through user free-text input, explained in detail in Section
The interface is integrated with the data visualization pipeline, which serves as the core
data processing, as well as the code execution engine. Both of these components form a
system that allows natural language processing to visualization-first data insights, ensuring

an intuitive user interface and experience by incorporation of error handling mechanisms.

Default text EEE- system_prompt_SCoT = (
== Please understand the...
Datase If CSV does not relate...

% Input Prompt Builder

E
< H : q no
Data alizatio < Script Execution <

Users <

or Handling text... < yes

API|
Error?

Output API Output
NATURAL LANGUAGE DATA VISUALIZATION
INTERFACE PIPELINE

Figure 3.1: Conceptual Design Overview of the DataVviz system.

The conceptual design begins with the inclusion of user interaction e with the core
components of the NLI. The input modalities are required to generate a data insight, a free-

text NL prompt, and a CSV Dataset @ (FR3)| If either of the required inputs is missing,
the system should inform the user by displaying an error message @ (FR5), When the

required input modalities are provided, they are pre-processed and included in the prompt

builder @ (FR1)|((FR2)| which is sent to the OpenAl API. By the instructions provided
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by the NLQ, the LLM shall return either an error message which contains information on
why the visualization cannot be generated or a Python data visualization script. In the
former case, when LLM detects a message e it is displayed to the NLI @ In the latter
case, when a dataset error is not raised by an LLM, the script is executed locally @ and

the image dynamically displayed to the user @@.

3.3 Design of Core Modules in DataViz

Based on the understanding of DataViz provided by the design overview in Section [3.2]
we provide an in-depth analysis of core system components. We describe the design process
and motivation for the choices made behind the NLI in Section [3.3.1] error handling in
Section m prompt engineering (Section and data visualization pipeline in Section
These are necessary for a structured documentation and reproducibility .

3.3.1 Natural Language Interface

The NLI design process involved multiple iterations, evolving from simplified digital pro-
totypes created using Figma software to functional prototypes [I8]. Each redesign was
carried out according to the feedback generated from the stakeholders mentioned in Ta-
ble We present the final Dataviz NLI, which went through several design phases,
from digital sketches to code implementations. The final graphical user interface shown
in Figure which includes applied feedback on the redesign gained after the user study
(Section . We wanted the interface to be minimalist, yet accessible and in accordance
to HCI principles, hence the high color contrast [I5 42]. The letter annotations in Figure
relate to those in Figure [3.1

The code modules required for user input include @, which are the upload of the data
set, and a concise preview of the data, as well as the user prompt input field. Both are
necessary for the successful output of the data visualization, which is related to both of
these variables. An exemplary successful data visualization output in the NLI is provided
in the figure by the @) tag. Furthermore, the interface includes additional functionalities in
addition to the core ones mentioned to ensure an interactive user interface. The uploaded
files are stored during a session in Recent Files for easier accessibility of different datasets,
as well as the possibility to refresh the short-term storage, Clear Recent Files @ The
user can also decide to download the data visualization image to their local machine, as
well as to remove the picture from the display in More Actions @ The choice of which

LLM model is used is also available for the user to manipulate with @, so that they can
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alternate between varying levels of text comprehension and token usage. In the footer of

the sidebar project documentation is included as well as visualization tool instructions.

The choice of the LLM model that is used is also available for the user to manipulate with

@. The former opens a new window with the pdf documentation of the system, and the

latte displays an introductory message to the user about the usage of Dataviz.

DataViz
Upload CSV File Below |
# Upload
Recent Files o
m.csv
= Clear Recent Files
More Actions

&= Download Chart

_ Delete Chart

Choose GPT Model o

O GPT-40
@ GPT-40-mini

® O1-mini

Learn the Visualization Tool

Project Documentation

m.csv

Categoryl  Americas Tea Moderate  Central & South America Tea Colombia Market3 Brandl  314.265 112.93557
Categoryl  Americas Tea Moderate  Central & South America Tea Costa Rica Market3 Brandi  999.628 317.15533
Categoryl ~ Americas Tea High Central & South America Tea Dominican Republic Market3 Brand1  5586.546 1209.39601
Categoryl  Americas Tea VeryLow  Central & South America Tea El Salvador Market3 Brandl 0 -0.00171

How many brands operate across the countries?

Number of Countries Each Brand Operates Across

80

70

60

50

Number of Countries

R R U P P A R R I PRI
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&
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Figure 3.2: DataViz snapshot displaying a data visualization from NLQ, How many brands

operate across the countries?.

3.3.2 Error Handling

The NLI is closely integrated with error handling to facilitate user navigation through

the DataViz system [46]. The NLI snapshot that displays an error message is shown in

Figure which is consequent for each error case. The error messages can be organized

into three error categories, based on Figure tags: Incomplete input error @, LLM-

facilitated error G and Script execution error @ All of which are shown in Figures
respectively.
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DataViz

Upload CSV File Below |

s.csv
# Upload
Category | Cluster Tumover | Multi-Country Organization Country Market Category Brand Sales Turnover
Recent Files Categoryl ~ Americas Tea Moderate  Central & South America Tea Colombia Market3 Brand1  314.265 112.93557
a6y Categoryl  Americas Tea Moderate  Central & South America Tea Costa Rica Market3 Brand1  999.628 317.15533
Categoryl  Americas Tea High Central & South America Tea Dominican Republic Market3 Brand!  5586.546 1209.39601
_ Clear Recent Files
Categoryl  Americas Tea VeryLow  Central & South America Tea El Salvador Market3 Brandt 0 -0.00171
More Actions
& Download Chart Please enter the prompt (e.g., Generate a bar chart showing total sales per product category.) °

Delete Chart
Choose GPT Model
O GPT-40

® GPT-4o-mini

® O1-mini

Please make sure to insert a prompt.

Learn The Visualization Tool

Project Documentation

Figure 3.3: NLI displaying an Error Message.

Please make sure to upload a CSV file.

Please make sure to insert a prompt.

Figure 3.4: NLI showing the Incomplete input error.

Error: The CSV Sample does not contain data related to the population of Canada. It includes data columns related to market category, brand, sales volume, and

sales turnover instead.

Figure 3.5: NLI showing the LLM-facilitated error.

'Column not found: Country Market Category'

Figure 3.6: NLI showing the Script Execution Error.
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3.3.3 Prompt Engineering

Based on the systematic review conducted in the literature (Section, we implement the
novel Structured Chain-of-Thought prompting approach in the design of Dataviz [28]. By
using such a method we want to ensure the accuracy of the generated data visualization
script by a structured, defined approach to limit the possibility of LLM’s hallucination
and handle ambiguity ((NFR1)|[(FR1)|((FR2)| The Prompt Builder from Figure is

structurally decomposed and shown in Figure

System Prompt

Code Generation Intention

Please understand the requirement and write data visualisation
script based on User Prompt and CSV Sample...

Prompt-encoded Error Handling

If CSV does not relate to User Prompt, return an error explanation...

User Prompt
Plot a bar chart showing relation of sales volume to...

CSV Sample
Category,Cluster, Turnover,Multi-Country Organization,Country,Market Category,...
Category1,Americas Tea,Moderate,Central & South America Tea,Colombia,Market3,...
Category1,Americas Tea,Moderate,Central & South America Tea,Costa Rica,Market3,...

SCoT Prompting

"Input: file: CSV"

"Qutput: Data visualization Python script using Pandas, Matplotlib..."
"1: Read file."

"2. Perform aggregation using the exact column names from..."

"3: Create plotting logic using Seaborn, ..."

Figure 3.7: Structured Chain-of-Thought Prompting.

Firstly, the LLM is informed and the script generation intent is disclosed @), where the
model learns that it will be writing a data visualization script based on the user prompt
and dataset. Then, the prompt-encoded, LLM-facilitated error (Figure is handled
in the instructions m The user input, the prompt @ and the dataset sample (headers
with two exemplary rows) 0 are provided to the LLM as context. This is necessary

for domain-specific and context-aware data insights, not to produce extensive API calls,
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which are prone to timeouts and token use . This approach allows for large file
processing, since the model is instructed to create plotting logic, knowing that the data
set file is already provided locally, using specific columns and their respective data types
instead of raw data Therefore, data visualization script execution is done locally
using local architecture, minimizing token usage for output generation and the possibility
of API timeout errors . Moreover, by not including the full dataset in the API
call, we minimize the security risks of a sensitive data publication. Finally, we include

structured code generation rules for general-use Python visualization script @.

3.3.4 Data Visualization Pipeline

The simplified data visualization flow is shown in Figure|3.8|and is based on the work done
by Li. et al. |29]. It provides a concise overview of the visualization pipeline from a NL
question o to a data visualization image 9 The intermediate steps include the system
prompt building 9, which is explained in detail in Section and a data visualization
script returned by the LLM e An image generated can be used for effective decision-
making processes and dashboard creation due to download functionality. When desigining
the final version of DataViz we prioritize simplicity of the offered system, which allows

efficient and simplified script execution.

The choice of the particular API was influenced by interviews and peer-review sessions
with stakeholders, who were primarily interested in a visualization-first system, rather
than training and fine-tuning an LLM. The use of OpenAl APIs is accepted in large-scale
companies for app development, such as Unilever, but it needs to pass authorization checks
to be accepted for production in DataLab [2, 49, [74]. However, due to the possible fragility
of an external API call, sending sensitive data could result in sensitive data breaches and
calls for security enhancement research |2 [50]. Currently, the system allows API usage of

the following models: GPT-40, GPT-40-mini and Ol-mini [49].
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System Prompt

1 "Please understand the requirement and write..."

Natural Language Question "If CSV does not relate to the User Prompt..."
f"User Prompt: {prompt}"
What is the average relationship between sales volume and sales turnover f'CSV Preview: {preview_data}"

in Country1 using a scatter plot? "Input: file: CSV"
"Output: Data visualization Python script"
"1: Read file."

Scatter Plot of Sales Volume vs. Sales Turnover in Countryl

Data Visualization Script
import pandas as pd

5000 import matplotlib.pyplot as pit

import seaborn as sns

4000 .

=== Avg Sales Volume: 9.79 CEinERD

sales Tunover
8

* === Avg Sales Tumover: 244.51 data = pd.read_csv(file)
# Filter data for Country1
2000 . country1_data = datafdata['Country] == ‘Country1]
.
.
. &
1000 — # Calculate averages
‘3.e average_sales_volume = country1_data['Sales Volume.mean()
I - average_sales_turnover = country1_data['Sales Turnover].mean()
o 50 100 150 200

# Create scatter plot
phfigure(figsize=(11, 5.4))

sns.scatterplot(data=country1_data, x='Sales Volume', y='Sales Tumover)

ph.axviine(x=average_sales_volume, color 0 "Avg Sales Volume: {average_sales_volume: 2{})

ph.axhiine(y=average_sales_turnover, col F/Avg Sales Tumover: {average_sales_tumover: 2())

#Add grid, legend and labels

ph.grid(True)

pitlegend()

phtitle('Scatter Plot of Sales Volume vs. Sales Turnover in Country1)
ph.xiabel(Sales Volume')

phylabel(Sales Tumover)

#Show plot
ph.show()

Figure 3.8: Pipeline of LLM-driven Tabular Data Visualization, based on [76].

3.4 Design of Evaluation Metrics

The evaluation metrics for DataViz are presented in the following section. Accordingly to
the systematic review of the literature (Section, we acknowledge the gap in research for
structured accuracy assessment approaches of LLM-driven data scripts and visualizations.
According to Li et al. research on code generation evaluated using text similarity-based
metrics, such as BLEU, shows poor performance in measuring [8, 28] [52]. Therefore, we
choose not to include this metric in our system’s evaluation. We organize the metrics
into evaluation categories: accuracy, performance, and usability. For accuracy, we deploy
the human evaluation metric and Visualization Error Rate (VER). For performance, we
measure latency for visualization script execution and input and output token usage. For

usability study, we gather user feedback using a Likert scale.

3.4.1 Human Evaluation

We identify a human evaluation metric is sufficient for the start stage of Dataviz de-

velopment. Dibia proposes a summary of the evaluation dimensions, but for the sake of
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experiments, we restructure it so that the experiments will rely on answers Correct (posi-
tive result) or Incorrect (negative result) for a more straightforward interpretation of the
results [8, [14]. This metric allows for a more structured and comprehensive approach to

evaluate the quality of data insight using six diverse questions.

Dimension Prompt

Code accuracy Is the visualization script free from bugs, logic errors,

syntax errors or typos?

Data transformation Is the data transformed and appropriately used from the

dataset Sample for the visualization type?
Goal compliance Does the script meet the specified visualization goals?

Visualization type Considering best practices, is the visualization type

appropriate for the data and intent?
Data encoding Is the data encoded appropriately for the plot type?

Aesthetics Are the aesthetics of the visualization appropriate and

effective for the visualization type and the data?

Table 3.5: Summary of the evaluation dimensions and the corresponding question sketches,
based on [14].

3.4.2 Visualization Error Rate (VER)

VER is computed as a percentage of created data visualizations that result in code compila-
tion errors [13]. This metric allows us to assess the precision of script execution and critical
insight into the reliability of DataViz outputs and how prompt-engineering changes can
impact and affect the system. In the mathematical formula below, E stands for the num-
ber of scripts generated with code compilation errors and T for the total count of the
visualizations generated [13].

E
VER = = x 100 (3.1)

3.4.3 Token Usage

The inference speed refers to the actual rate at which the LLM processes tokens, and is
often measured in TPM (tokens per minute) or TPS (tokens per second) [48]. To ensure

time-efficient data visualization cutting it is said that 50% of the output tokens may cut
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around 50% of the latency needed for the API call completion [48]. Therefore, when
evaluating DataViz performance we measure the amount of input and output tokens per
each call. We do this by inclusion of completion.usage.prompt_tokens for measur-
ing the count of the input tokens and completion.usage.completion_tokens for

measuring the count of the output tokens.

3.4.4 Latency Measurement

To evaluate the system’s performance across varying-scale datasets we measure the latency,
time (MS) needed for data visualization script execution. We apply this metric by including
timestamps before and after the script execution function and we round up the values to
4 places after the decimal to ensure precision. This is crucial for Dataviz documentation

and sets the ground for future work.

3.4.5 Likert Scale

The original Likert scale is a set of statements (items) offered for a real or hypothetical
situation under study. Participants are asked to show their level of agreement (from strongly
disagree to strongly agree) with the given statement (items) on a metric scale. Here, all the
statements in combination reveal the specific dimension of the attitude towards the issue,

hence, necessarily inter-linked with each other [24].

3.5 Summary of the Dataviz Design

In this chapter, we addressed and designed an LLM-driven system for large-scale
business data visualization. We summarized 6 key stakeholders, 3 use cases, and defined
5 functional and 5 non-functional requirements, and consequently addressed them in the
system design . The summary of key work is listed below. The design limitations

are discussed in Section [6.1]

F3.1 A comprehensive analysis of the stakeholders, use cases and functional and non-
functional requirements of the DataVviz design was conducted and documented for repro-

ducibility and comprehension of the topic.

F3.2 The design reiterations and redesigns based on stakeholder feedback and literature

review resulted in code-implied NLI of DataViz.
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F3.3 A responsive NLI enhanced by error handling and website functionalities improves

navigation and interaction.

F3.4 The designed data visualization pipeline in its simplified form is sufficient for the

visualization-first system and its further evaluation of its usefulness in an enterprise setting.

F3.5 The metrics used for evaluation of LLM-driven data visualization system is limited

but is sufficient to assess accuracy of the charts.

F3.6 Multiple design limitations were identified and consequent future work was proposed.
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4

Implementation of Dataviz

For addressing this chapter implements a system for large-scale business data vi-
sualization . We begin by explaining the implementation choices behind the core
components, the programming languages, libraries, and tools in Section [I.I} Furthermore,
we motivate the in-detail choices behind the dynamic interface, and the Flask backend;
The summary of the key findings of the implementation is included in Section [£.4] and
limitations in Section

4.1 TImplementation Overview

The Dataviz implementation is avaliable publicly on GitHubﬂ According to the design
requirements outlined in Section [3.I] and the design overview, the DataViz system was
implemented to support large-scale data visualization through a full-stack web architec-
ture. The core components of the system and the data flow between the modules are
summarized in Figure[{.I] The motivation behind using Flask was due to its compatibility
with enterprise workflows, such as DataLab [74]. In GitHub we include Pipfile.lock

to ensure exact dependency versions El

3

8 Frontend (Vue.js) Backend (Flask) OpenAl API

Users

Figure 4.1: High-level Overview of DataViz implementation.

"nttps://github.com/mmyalen/DataViz
Zhttps://github.com/mmyalen/DataViz/blob/main/Pipfile.lock

35


https://github.com/mmyalen/DataViz
https://github.com/mmyalen/DataViz/blob/main/Pipfile.lock

4. IMPLEMENTATION OF DATAVIZ

The user @ interacts with the dynamic interface @, which is implemented using the
JavaScript framework, Vue.js, which enables the extension of HTML attributes in a way
accessible [26, [34], 84]. HTML was used for the website structure and CSS for the styling
aspects of the document [6].The backend @ was built using Flask, a lightweight WSGI-
compliant Python framework suitable for the integration of RESTful APIs, which allows
the incorporation of LLM capabilities into applications [51]. The code base is implemented
in Python 3.11, which choice is motivated by its wide-functionality in data science and an-
alytics, as well as accessibility by the open source community [69]. The choice of languages
is rationalized by their interactivity with specific frameworks and simplicity to ensure the
reproducibility of the project The backend consists of two files app.py, the
main file, and processing.py for all helper functions used to generate a data visual-
ization Hﬂ This ensures transparency and aligns with the principles of clean code. The list
of packages used by the backend is summarized in Table[4.I The backend closely interacts
with the OpenAl API @ , which is described in more detail in Section

Package Version Brief Description

flask 3.0.3 Web development framework.

openai 1.54.3 Python SDK for OpenAl integration.
python-dotenv 1.0.1 Secure usage of environment variables.
pandas 2.2.3 Python data processing library.
matplotlib 3.9.2 Python plotting library.

seaborn 0.13.2 Python plotting library.

Table 4.1: Data dependencies DataViz implementation.

4.2 Dynamic Interface

Vue.js was chosen for its widespread adoption among full-stack app developers and its
lightweight architecture, which supports dynamic and rapid changes in performant web
applications [34] . It allows for reactivity and interaction with the application as a result
of its wide list of varying binding methods. In the DataViz system, Vue.js methods and

varying binding types are used for real-time, conditional responsive output, error handling,
and data visualization display [(FR3)|[(FR5)| It allows for a dynamic field preview of the

nttps://github.com/mmyalen/DataViz/blob/main/app.py

2https://github.com/mmyalen/DataViz/blob/main/processing.py
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4.3 Data Processing and Visualization

uploaded dataset and choice of available LLMs for data insight generation. This facilitates
a seamless user experience by updating the interface without full page reloads, improving
usability [T}

Integration of Vue.js with the backend is possible due to the async plotGen () method,
which automatically fetches the data and awaits their response. Alongside usability fea-
tures such as a loading icon or error handling if a part of the required is missing, this
function comprises the input, user prompt, and dataset, and sends a POST request to the
’ /response’ Flask endpoint. Based on the specific type of the response, we await either
await response.json () or await response.blob () to display to the user a text

message or a PNG image to ensure efficient efficient and accurate feedback.

4.3 Data Processing and Visualization

The backend module, app.py, deploys built-in Flask functions, such as: render_-
template, request, Jjsonify, and send_file to render HTML pages, handle in-
coming requests, return JSON-formatted text messages, and send a visualization PNG to
the frontend, respectively. When a POST request is recieved, Flask processes the uploaded
CSV file and the NLQ using request.files and request.form. The data is then
read and processed using pandas, so that a data sample is extracted (headers with first
two rows) to be provided to the LLM. The LLM receives the data in a CSV format sep-
arated by comas without indexing to ensure the accuracy of the generated visualization
script and limit the possibility of errors based on the misunderstood dataset structure by
the model. Although it serves as a good example for context-aware visualization
and low-latency API calls [(NFR2)| it is a static solution. Without sending the complete
data file, we omit possible security concerns The prompt structure is available on
GitHub Pl

Interaction with OpenAl models is possible with a secret API key, which must be securely
provided through a .env file and accessed through os.environ as shown in the code
sample below [47]. The Python library python-dotenv is essential and is provided in the
Pipf ileﬂWe implement the functionality to alternate between varying models: GPT-4o,

GPT-40-mini, and O1-mini. At the time of the research was conducted, these were the most

"https://github.com/mmyalen/DataViz/blob/main/templates/base.html
Zhttps://github.com/mmyalen/DataViz/blob/main/processing.py
3https://github.com/mmyalen/DataViz/blob/main/Pipfile
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4. IMPLEMENTATION OF DATAVIZ

recent OpenAl publications with low token usage [49]. The selection of models is dynami-
cally determined on the basis of the user’s input and provided in the model variable. Mod-
els such as Ol-mini do not have configurable parameters for temperature or token limits,
therefore the default values were used [16]. The system prompt, which combines the user
prompt the dataset sample|(FR2)| and the structured chain-of-thought structure,
is combined as system_prompt_SCoT. The resulting output, chat_completion, from
the OpenAl API, is either a text message which is returned to the NLI or a Python visual-
ization script, which is checked for any GPT-specific symbols that can fail code execution,
for instance the triple backticks "™ *" common for the API’s code generation practices. The
count of input and output tokens can be detected using completion.usage.prompt_-

tokens and completion.usage.completion_tokens, respectively [2, 49, [62].

client = openai.OpenAl (api_key=os.getenv ("OPENAI_API_KEY"))
completion = client.chat.completions.create(

model = model,

messages = |
{"role": "user", "content": system prompt_SCoT}
]
)
chat_completion = completion.choices[0] .message.content

Figure 4.2: Chat Completion for OpenAl API, based on [49].

All scripts returned by the LLM are written in Python and rely on standard Python
libraries for their functionality. Efficient execution specifically for large files, is
achieved by script execution on locally stored data files , ensuring its security and low-
latency API connection [49]. For visualization, the Anti-Grain Geometry (AGG) back-
end, used by Matplotlib, is essential; it enables the rendering of static PNG images [3§].
We opted for using Pandas, Matplotlib and Seaborn libraries for visualization generation
due to its wide use among the data science community. We considered using Plotly, yet
the aesthetics of the charts with the libraries mentioned above were more suitable for
the initial stage of the DataVviz system [54]. The LLM-driven script is executed using
the Python build-in exec () function according to Ramos approach, which creates an
execution environment with safe global and configuration dictionary for the plotting data
processing functions [55]. The image is sent in PNG format to the NLI using the send_-
file () flask function, ensuring it fits in the visualization fields. This enables in-memory
image transmission without writing to disk, without comprising performance or memory

usage. Processing of the script in a visualization was done in a PNG format rather than as a

38



4.4 Summary of the Dataviz Implementation

SVG (Scalable Vector Graphics). This was motivated by the fact that PNGs allow efficient
and consistent rendering across various browsers and platforms, making them particularly
suitable for detailed images [I]. Figures and show the system with exemplary data

visualizations displayed.

DataViz m.csv
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Figure 4.3: DataViz snapshot displaying a data visualization from NLQ, What s the
average relationship between sales volume and sales turnover in Countryl using a scatter
plot?.

4.4 Summary of the Dataviz Implementation

In this chapter, we addressed and implemented an LLM-driven system for large-scale
business data visualization. We analyze and motivate the core implementation choices
and provide an in-depth explanation of the NLI and the data processing and visualization
pipeline . The summary of key work is listed below. The implementation limitations

are discussed in Section [6.2]

F4.1 A fully-automated, visualization-first web application driven by OpenAl LLMs can

be effectively implemented using a lightweight architecture.

F4.2 Resource-efficient prompting, which combines the SCoT structure, the NLQ, and
the sampling of the dataset, enables the generation of secure and low-cost visualizations,

with the aim of maintaining consistent API latency and minimizing token usage.

39



4. IMPLEMENTATION OF DATAVIZ

F4.3 Dataset sampling combined with in-memory execution enables memory-efficient pro-

cessing and large-scale data file handling without disk storage.

F4.4 The dynamic, responsive NLI, enhances user experience and ensures reproducibility

through a simplified fronted framework.

F4.5 Time-efficient data visualization is achievable, allowing stakeholders to gain under-

standing of the provided datasets and generate data insights efficiently and effectively.

F4.6 Multiple implementation limitations were identified and consequent future work was

proposed.
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Evaluation of Dataviz

For addressing[RQ4] this chapter conducts an evaluation of DataViz, a system designed to
enable Al-driven data insights. The evaluation aims to validate the code implementation,
explained in Chapter [d} This chapter begins with an explanation of the experimental setup,
which is followed by the preparation of the case study dataset and prompt engineering;
This is necessary for reproducible evaluation and enterprise data privacy; We ensure a
comprehensive assessment by structuring the evaluation among key dimensions: accuracy,
performance, and usability, which all reflect the indispensable aspects of the system: HCI,
NLP, and data visualization; The summary of the key findings of the evaluation is included

in Section and limitations in Section

5.1 Experiment Setup

The DataVviz experiments and materials are available publicly on GitHublﬂ All experi-
ments described in the following chapter were conducted on a local server. The technical
and hardware specifications are detailed in Table[5.1] To ensure a structured, reproducible
and comparable experimental setup, we first prepared the user case datasets (Section
and the corresponding prompts (Section to test for a variety of NLQs. This setup
facilitates structured evaluation, where design choices are motivated by research and en-
terprise requirements. In the accuracy and performance studies we only use the GPT-40

model, while for the usability study we used a selection of differing available models.

"https://github.com/mmyalen/experiments-bsc-thesis-2025-DataViz
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Component Specification

Model MacBook Pro (13-inch, M2, 2022)
Chip Apple M2 (8-core CPU, 10-core GPU)
Memory (RAM) 16 GB Unified Memory

Storage 494.38 GB SSD

Display 13.3-inch Retina (2560 x 1600)

Table 5.1: Technical Specifications of the Experiment Infrastructure.

5.1.1 Dataset Preparation

The prompt preparation (Section is based on a dataset derived from Unilever as case
study data during the course of internship research. This enhances the evaluation by in-
cluding exemplary real-world company data, which contains domain-specific dependencies,
structured relationships, varying data types, and details, which synthetic datasets could
not provide. However, to address privacy concerns and avoid infringements of corporate
confidentiality, all data were thoroughly anonymized prior to use (Figure . The data
from the case study allow the system to generate data visualization, which serves as a sim-
plified abstraction of real-world business data. The original dataset took approximately
2.2 MB of storage and included the following data types: Categorical (C) and Quanti-
tative (Q). To ensure that the core data types were covered in the evaluation, a column
was added, Turnover based on the Sales Turnover column to ensure incorporation of Or-
dinal (O) data, which preserves the dependencies of the dataset [56]. The diverse data
types and columns of related datasets shown in Figure are summarized in an overview

table The anonymized case study data are publicly available on GitHub [1]

Category Cluster Turnover Multi-Country Organization Country  Market Category Brand Sales Volume Sales Turnover

Category1 | Cluster! Moderate MCO1 Countryl  Market3 Brand1 | 3.14 112.93557
Category1 | Cluster! Moderate MCO1 Country2  Market3 Brand1  10.00 317.15533
Category1 | Cluster1  High MCO1 Country3  Market3 Brand1  55.87 1209.39601

Figure 5.1: Case Study Dataset Sample.

"https://github.com/mmyalen/experiments-bsc—thesis-2025-DataViz/tree/main/

case_study_data.csv
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5.1 Experiment Setup

Data Type Related Column from Dataset Sample

C Category, Cluster, Multi-Country Organization, Country, Market
Category, Brand

(0] Turnover

Q Sales Volume, Sales Turnover

Table 5.2: Data Types and Related Columns from the Dataset Sample.

5.1.2 Prompt Engineering

The structured literature review (Section allowed investigation of varying exploration
methodologies used in LLM-driven visualization-first systems. Liu et al. propose a struc-
tured approach to encode data attributes according to data and visualization plot types
(Table and related question types [30].

Visualization Annotation

o
I®)

Aggregation

Bar Chart
Line Chart Highlight
Scatter Plot

None

—_

Bar Chart
Line Chart Highlight + Line
Scatter Plot

Bar Chart
Line Chart Highlight + Line
Scatter Plot

C

1

0

0
Average 1
0

0
Extreme 1
0

0

Count 1-2
0

Bar Chart Highlight
Line Chart

Sum 1-2
0

Bar Chart Highlight
Line Chart

_— O |l= OO = OO = OO = O
= —lo ol = ~lo = —|IV o -

Table 5.3: Rules for Encoding Data Attributes (C for Categorical, O for Ordinal, and Q for
Quantitative), reproduced from [30]

They diverse two categories of questions: exploration questions, e.g. What is the re-
lationship of oil and gas?, and reasoning questions, e.g. What is the total gold medals
won by the top3? [30]. This further allows for verification of system capabilities across
varying data-type compositions, plot and question types, and aggregations. Due to time

constraints and the vast nature of the study in a rapidly developing field, where there
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are little systematic evaluation approaches, we primarily focus on the reasoning questions.
Such question types allow for more systematic assessment of system’s abilities to handle
diverse data aggregations. The specific NLQs used for the accuracy (Section and
performance (Section evaluations are shown in Table and are based on the ques-
tions proposed by Liu et al. [30]. Due to the fact that we simultaneously want to test for
the abilities of DataViz to create diverse plot types (bar chart, scatter plot, line chart),
we specify in the prompts which plot due to the fact that such data could be visualized
also using bar charts [20]. In contrast, the prompts used in the user study differ as they

are designed to assess system usability.

Aggregation Data Plot Type Question
Types
Average 2Q Scatter Plot What is the average relationship between

sales volume and sales turnover in

Countryl using a scatter plot?

Extreme 1C+1Q Bar Chart Which country has the highest sales
turnover in MCO1 Multi-Country
Organization?
Count 1-2C Bar Chart How many brands operate across the
countries?
Sum 104+1Q Line Chart What is the total sales volume by

turnover level for each market using a

line chart?

Table 5.4: Proposed Reasoning Questions for Dataviz Evaluation, based on [30]

5.1.3 Accuracy Evaluation

Based on the prompts listed in Table[5.4] we design an accuracy evaluation of the DataViz
system. To assess data visualization and script accuracy, we introduce a human evaluation
metric based on the current literature (Table in Section [14]. This evaluation
is carried out in parallel with the performance study described in Section Due to
time and resource constraints, the human evaluation will be done by the researcher instead
of data analytics experts. Although this poses a limitation to the accuracy evaluation,
the proposed metric acts as a reliable assessment tool. Alongside human evaluation, we
will note script execution failures to apply the VER metric explained in Section [3.4] to
further test system accuracy. Therefore, the accuracy findings will include data from all

the experiment runs (successful and unsuccessful) with a minimum of 10 successful data
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5.1 Experiment Setup

visualization outputs per datasize and NLQ, so that we can capture variability in results

and allow comparability of the findings.

5.1.4 Performance Evaluation

The performance evaluation of the DataViz system is conducted simultaneously with the
accuracy study. To simulate varying workloads, we scale the case study dataset to range
from 10 KB to 10 GB using functions included in GitHub E All data sizes used and their
labels are shown in Table for reproducibility efforts. We will test for latency, time
needed for the system to execute the LLM-generated data visualization script to document
the system’s capabilities and to mark possible limitations. We capture the time needed
for the OpenAl API call, yet we do not discuss it further, as it is primarily dependent
on the provider server infrastructure and the network latency [49]. Due to the prompt
engineering approach described in Section the structure of all system prompts is the
same, despite varying dataset sizes. The performance findings will include a maximum
of 10 successful runs of the experiment per each datasize and NLQ for consistency of the

results.

5.1.5 Usability Evaluation

The purpose of this study is to evaluate the usability of the DataVviz system through task
completion and feedback exchange with study participants. This study aims to evaluate
the user experience and the possible integration of LLM into data analytics practices
within enterprise workflows. This study will fundamentally focus on usability features of
the system and display of available features in the system. The users will be informed
that DataVviz is not yet a tool ready for production and is aimed solely at accessing
integration of LLM-driven solutions and data analytics. The user study will be followed
by a reiteration of the design of the system. All materials used are available on GitHub in

the usability _study folder for experiment reproducibilityﬂ

"https://github.com/mmyalen/experiments—bsc—thesis-2025-Dataviz/blob/main/

dataset_preparation.ipynb
“https://github.com/mmyalen/experiments-bsc-thesis-2025-DataViz/tree/main/

usability_study
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Dataset Size Label
10KB XXS
100KB XS
1MB S
10MB M
100MB L
1GB XL
10GB XXL

Table 5.5: Dataset Sizes and Labels.

The system is evaluated through hands-on experience of business enterprise employees
from the Unilever Foods Innovation Center in Wageningen. It assumes participation of 10
workers, five of them showing expertise in data science and analytics, while the remaining
half have no further background in these fields. We synthesized that 50% of the participants
were in the age range of 25-34 years, 40% in the age range of 35-44 years and 10% in the age
range of 45-54 years. At the beginning of the study, we verify the participant’s expertise

in data science and analytics and familiarity with using LLM-based interfaces.

Dependent variables: user feedback (verbal and non-verbal), user prompt (Task C),
Independent variables: dataset, user prompts and tasks (bar from prompt in Task C),

experiment infrastructure, natural language interface, questionnaire evaluation questions

The purpose of the user study is to evaluate the different functionalities of the system
by the participants and to obtain feedback from the professionals of the enterprise. We
schedule 10 hour-long online sessions with the employees to conduct the study and interact
with the researcher machine to solve the following predefined tasks, which will be displayed
to the participant in the form of presentation slides. The study will begin with a 5-
minute introduction to the participants, who will be informed about the motivation for
the research. For tasks A and B, the participant will be asked to navigate the system by
strictly following the steps and insert pre-defined prompts. For task C, the user study
participant will have the opportunity to explore the dataset in more depth themselves and
insert a free-text prompt. This was planned to make sure the participants were actively
engaged with the system and to explore possible erroneous areas. If needed, there will be
a sheet with curated queries to choose from or use as reference for the ease of use of the

participant. After completion of Task A, the user will be asked to answer the first part of
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the questionnaire, after Task B, the second part, after Task C, the third and final part of the
form. The fourth part will relate to the overall impression of the application and integration
of LLM-driven analytics. After each task completion, any additional feedback voiced-out
will be written down. The questionnaire after each task will include the parameters shown
in Table used in a form of a Likert scale evaluation. All tasks are independent of each

other, and the application should be refreshed between every task.

Parameter Description

Ease of Use The degree to which the user expects the tech system to be free of

effort.
Quality Information, technical, and overall service success.
Functionality Reflects a correct technical functioning.

Interactivity Extent to which users can manipulate technology and/or control device;
emphasizes the role of interaction between the user and the system.
Enjoyment Core affect, typically arising from connection or sensory pleasure,
interchanged with happiness.
Satisfaction Occurs when customers find the products or services meet or exceed

their positive expectations.

Table 5.6: Core Parameters in Chatbot Efficiency Evaluation, reproduced from [4].

5.2 Evaluation Results of Accuracy

The application of the human evaluation metric produced the results shown in Figure [5.2]
We gather scores across different aggregations (average, extreme, count, sum) and sorted
by increasing dataset sizes (from XXS to XXL). Each bar chart shows the mean number
of correct and incorrect system outputs per prompt, and generally the correct label is
significantly more frequent than the incorrect one. For aggregations Fxtreme and Count
the correct and incorrect results are relatively similar and stable, with a minimal number
of incorrect scores. The incorrect scores for the Average aggregation are impacted by the
incomplete data visualizations generated by the LLM, as it often failed due to the lack
of mention or visual highlight of the average values for sales and turnover volumes. The
similar reason impacted the error rates in the extreme aggregation on a smaller scale. The
count of incorrect scores was the highest for the last aggregation, sum, as in none of the
runs the model did not sort the turnover levels from very low to very high in the displayed
line chart, which affects the readability of the data. This could be influenced by lack of

specific clarification in the prompt or/and the fact that the model is never provided with
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the whole dataset. Aggregation count have the most stable scores according to the size
or its error bars, while average, have the largest ones. The accuracy improvements of the
DataViz system based on these findings stress the importance of prompt clarity when
guiding LLMs to generate interpretable data insights. Furthermore, a few-shot learning or
conversational mode could improve the intent and detail alignment with the user according
to their specific visualization needs.

The results of the VER metric showed that compilation errors were rare, hence the
data shown in Table 5.7l The highest compilation error rate was for the aggregation
extreme, most of the compilation errors were caused by incorrect reading of the file or by
the incorporation of column names different from those in the provided dataset sample.
This metric reveals that the compilation errors are not significant in the DataVviz system,

which can assure the structured chain-of-thought improves accuracy of the visualization

script.
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Figure 5.2: Human Evaluation results for different aggregation strategies.
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Aggregation VER [%)]
Average 2.7
Extreme 5.4

Count 2.7
Sum 4.1

Table 5.7: Results from visualization error rate (VER) metric, based on [14].

5.3 Evaluation Results of Performance

The performance results are shown in Figure , which represents the time (ms) for each
aggregation type—average, extreme, count, and sum across seven dataset sizes, ranging
from XXS to XXL. The latencies, time needed for data visualization generation per dataset
size, and aggregation are presented in a form of modified boxplots where outliers lie above
Q3+ 1.5 xIQR or below ()1 — 1.5 x IQR as individual hollow data points, where ()1 and Q3
represent the first and third quartiles, respectively. The interquartile range (IQR) is defined
as Q3 — @1 [61] [65] [73]. The figure shows the gradual increase in script execution time
per dataset size. For the smallest datasizes (XXS, XS, S) the time is very low, where the
variance is small and there are a few outliers. For larger dataset sizes (M-XXL) the median
and variance increase significantly, particularly for the count and average aggregations.
This can be influenced by the more comprehensive calculations and operations that need
to be performed. This creates execution delays apparent in the modified boxplots. The
most stable script runtime is for the aggregation sum. The wider IQRs and the presence of
outliers in the L, XL, and XXL plots further highlight the variability in script performance
on a larger scale. This can be influenced by the processing of large-scale files. In general,
the performance results reveal that large-scale execution with the use of Dataviz system
is achievable as the execution of the data visualization script for the 10 GB dataset size
takes around 1-1.25 minutes.

During each run of the experiment, the count of input and output tokens was recorded
and presented using Table for further evaluation. The token count was rounded up
to the nearest whole number. The amount of input tokens did not fluctuate, it remained
the same for every call, which signifies a low-latency structured prompt, which minimizes
successfully the token usage. In contrast, the output tokens vary within every call, yet the
visualizations were nearly identical, which means that the LLM’s output flexibility was not

compromised.
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5.4 Evaluation Results of Usability

Aggregation Input Tokens Ouput Tokens

Average 260 166
Extreme 257 200
Count 257 163
Sum 266 170

Table 5.8: Token Usage per Aggregation.

5.4 Evaluation Results of Usability

The results of the usability study based on the 5-scale Likert scale are visualized through
the centered stacked bar chart in Figure [53, 67]. Such data display allows us to section
the results into positive and negative percentages to notice the overall response patterns in
a clear manner. The center line represents the split for the moderate rating. In general, all
tasks were met with significantly more positive response. However, fluctuations for tasks A
and C are visible, specifically for the user satisfaction and quality of the data visualizations.
It is worth mentioning that the steps of Task A and Task B were more strict than those of
Task C, allowing the participants to interact with the application with their self-curated
NLQ. This may be the reason for the more diverse ratings in task C. The voiced positive
feedback mentioned a.o. the convenience of timely data visualization generation, ease
of use, model diversity, and overall design of the application. The constructive feedback
mentioned the data visualization section, which previously was below the data visualization
display, making it difficult for participants to notice, lack of plot interactivity, and DatalLake
connection for easier file upload [12]. The overall positive response was significant among
the employees who asked when the system would be in production. The final questionnaire
section revealed that 80% of the user study participants were very likely and 20% were

somewhat likely to use such an LLM-driven analytics tool in the future.
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5.5 Summary of the Dataviz Evaluation

5.5 Summary of the Dataviz Evaluation

In this chapter, we addressed and evaluated the LLM-driven system for large-scale
business data visualization. We examined the capabilities of the system in key dimensions:
accuracy, performance, and usability, to ensure a thorough analysis motivated by research
(RC3). The summary of key findings is listed below. The evaluation limitations are

discussed in Section [6.2]

F5.1 DataViz ensures that LLM-driven fully automated visual analytics systems can be

accurate, efficient for large-scale datasets and useful in supporting enterprise data.

F5.2 The accuracy was the highest for count and sum aggregations, with minimal exe-
cution errors. The variability in more complicated aggregations (average, extreme) results

highlights the need for more descriptive prompts or integration of the conversational mode.

F5.3 The lack of complete data provided to an LLM affected the visual aspects of the

types of generated graphs, specifically a line chart with an ordered x-axis.

F5.4 The performance of script execution was evaluated in all dataset sizes. For large-
scale files of 10 GB, visualization generation remained below 1.25 minutes, with low and
stable token usage. The average visualization script execution latency across 10 KB-10 GB

files was 11.29 seconds.

F5.5 The user feedback was mostly positive, as participants praised ease of use and timely
visualization and provided constructive feedback on interactivity with improvements to

data visualizations.

F5.6 Multiple evaluation limitations were identified and consequent future work was pro-

posed.
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Limitations and Improvements

To improve readability and maintain a clear document structure, this chapter outlines
the limitations of the system and proposes future improvements where relevant. The
dimensions of the assessment are categorized by the design (Section , implementation
(Section and evaluation (Section [6.3)); The chapter is concluded with a discussion of
the threats to validity in Section

6.1 Design of Dataviz

We identified multiple limitations of the proposed design of DataViz, many of which could

be addressed in future work.

L3.1 Design accuracy can be compromised due to non-deterministic nature of the LLMs.
This can lead to variability in plot generation even when identical prompts are resubmitted

several times repeatedly [35].

L3.2 Context-aware visualization can be affected by the currently ordered prompt
building, as it assumes a structured dataset. This could be solved by focusing on the
research of RAG, vector embeddings or dataless prompts [I1, 49, 66, 86]. It cold be
proposed that it could be evaluated which lines of the dataset are most representative or
/ and provide dataset schema to the LLM. These improvements could be done with the

deployment of previously mentioned methods or by an LLM.

L3.3 Design of data upload could be a limitation in a production setting. For a more
seamless enterprise integration connection to for instance Datal.ake for file access would

be more efficient according to interviews with stakeholders [12].
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L3.4 Programming languages can be a limitation in the current version of DataVviz
as it only supports plots generated using Python. This could be extended to, for instance,

SQL scripts.

L3.5 NLI Design is limited by being only available to English-speaking stakeholders.
Due to the simplified UI it would be essential to extend its functionality, aesthetics, and

comprehension of multiple languages.

L3.6 Singular visualization generation is a design limitation as it does not yet take

into account the generation of multiple images and dashboards.

L3.7 Zero-shot prompting limits the design by not allowing a conversational interaction
due to the initial stages of the research. This could be easily implemented and would require

the investigation of the evaluation metrics of such a system.

L3.8 Effective data visualization could be supported by the inclusion of more API
calls, which would first evaluate the complexity of the user input question, so that the
system could evaluate which LLM to use to create the specific visualization. This could
improve the accuracy of the created data insights and minimize token usage based on the

task complexity.

L3.9 Evaluation metrics aimed more at code evaluation, for example PassQK.

6.2 Implementation of Dataviz

We identified multiple limitations of the proposed implementation of DataViz, many of

which could be addressed in future work.

L4.1 Data visualization accuracy can be a limitation due to incorrect understanding
of the file structure or / and content of the OpenAI LLM. This is because the system reads
the first three rows, including the headers statically, without assessing if these rows are
representative. This calls for a future improvement of semantically choosing which rows to
use as a sample, which would lower the execution failures when a dataset lacks particular

hears or has empty rows and ambiguities.

L4.2 API cost is worth taking into account, as the use of API tokens can become fairly
expensive when implemented in production. Future implementations could consider the

deployment of open source models, such as Llama, and their accuracy evaluation [40].
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L4.3 API time duration can also be a limitation of the performance of the Dataviz
system, as the varying OpenAl models have different price limits. In our design and
implementation, we try to use as few tokens as possible to not extend the time it takes for
the API to respond or cause timeouts. However, when using online models and servers,

API calls may vary in latency due to server occupation, queueing, and network bandwidth.

L4.4 Large-scale data processing is limited in the fact that the LLM is not disclosed
with the full dataset, which could affect its understanding of patterns between data and
data ordering conventions. This calls for further research on efficient ways to provide
context, such as RAG and vector embeddings or ways of extracting the schema of the

dataset (headers and related data formats) [86].

L4.5 Secure script execution should be improved to decrease the security risk, as
GitHub can contain malicious programs that alter or change their environments [57]. This
is essential to protect both the confidentiality of the data and the privacy of the user. Chen
et al. propose the use of Sandbox environment tailored to OpenAl training infrastructure

and cloud services limitations [§].

L4.6 Singular visualization generation is a beginning point for research to create
LLM-driven dashboards. Extending the use of the application could explore the imple-
mentation of Plotly for dashboard generation or visualization generation only from the

frontend for improved interactivity and performance [54].

L4.7 Dataset limitations can be caused by varying the formats of the CSV file sepa-
rators. The system should be implemented in a way that detects CSV file separators and

adjusts effectively.

6.3 Evaluation of Dataviz

We identified multiple limitations of the proposed evaluation of DataViz, many of which

could be addressed in future work.

L5.1 Human evaluation is limited due to the possibility of human bias occurrence. For
future work, it would be useful to assess the accuracy of the visualizations generated by

data analytics experts.

L5.2 Data type variability is limited because the evaluation focused only on categorical,
ordinal, and quantitative data types. Future assessments should include more sophisticated

data types to verify the system’s effectiveness across more complex datasets.
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L5.3 Applied metrics are suitable but could be improved by more sophisticated methods
of code and accuracy evaluations. Future work could include comparison against a data

visualization baseline, for instance the research done by Zheng et al. [87].

L5.4 Performance evaluation could be improved by comparing the performance of

various OpenAl models, especially those with lower cost rates.

L5.5 System usability within an enterprise deployment could be improved by a more
seamlessly integrated data upload feature, preferably through the DatalLake API connection
[12].

L5.6 Dataset limitations can be caused by varying the formats of the CSV file separa-
tors. The system should be evaluated on more diverse datasets, preferably from different

companies, to ensure reproducibility.

L5.7 Ambiguous and erroneous prompt evaluation is a limitation, as we currently
only test it during Task B of the usability study, where the participant inserts a prompt
using acronyms. This should be tested more thoroughly for further evaluation of the

OpenAl API integration [35, [43]

6.4 Threats to Validity

We identified multiple threats to the validity of the thesis and listed them below.

T.1 Design validity can be obstructed by the system’s reliance on structured CSV data
as input. The system is designed in a way that allows large-scale file processing but does

not account for scalability.

T.2 Implementation validity is possible due to lack of handling of CSV file ambiguities,
such as varying data, missing data or headers, which can lead to potential failure or
visualization inaccuracies. The usage of OpenAl API server can affect the performance
of the application due to variability of latencies to successfully return a data visualization

script.

T.3 Evaluation validity can be compromised by the lack of variability of the case study
dataset. This can affect the generalization of the evaluation results. Furthermore, the
accuracy study, specifically the human evaluation, introduces a potential bias in the find-

ings. This is possible despite efforts to standardize the evaluation. The evaluation was
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conducted in a controlled setting based on curated prompts using PE, therefore the eval-

uation might not fully represent a real-world application of the system.

59



6. LIMITATIONS AND IMPROVEMENTS

60



Conclusion

The development of NLIs has paved the way for advancements in the application of LLM-
driven solutions in varying fields and business environments. Making data visualization
more accessible to a wider range of users by allowing them to express their queries and
analysis intentions in natural language was one of the main goals of Dataviz. However,
the process of translating NLQs into large-scale visualizations is a challenging and rapidly
developing study, which we addressed in this thesis. In this chapter we answer the research
questions (Section and summarize the work done and propose future improvements

(Section of the large-scale data visualization system using LLMs.

7.1 Answering Research Questions

With the research questions in mind we structured the work into four main chapters,
each of which contributes to answering the main research question, MRQ: How to design,

implement, and evaluate a LLMs-based business data visualization system?.

7.1.1 Chpater 2: Literature Review

To address What are the state-of-the-art LLMs applications in data analytics and
visualization? we conduct a time-constrained systematic literature review of LLM-based
systems for data analysis, specifically data visualization. The results are summarized and
analyzed in Chapter We synthesize the current literature gap in lightweight LLM-
driven data visualization systems for large-scale data insight generation and subsequent
evaluation approaches. We explore research on GPT models, as well as PE methods for
script generation, concluding the Chapter with a concise terminology list and a summary

(RCI).
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7.1.2 Chpater 3: Design of DataVviz

To address How to design a business data visualization system driven by LLMs?
based on the literature review, we design the DataVviz system for large-scale data visual-
ization driven by LLMs. We perform a comprehensive requirements analysis and follow it
by a proposed design overview, which comprises the NLI and the data visualization pipeline.
We ensure system usability and interactivity using various error handling approaches. We
perform PE using the novel Structured Chain-of-Thought method and analyze its compo-
nents in Section [3.3.3] We establish metrics useful for DataVviz evaluation and conclude

the Chapter with limitations, future improvements, and summary of the design (RC2)|).

7.1.3 Chpater 4: Implementation of Dataviz

To address How to implement a business data visualization system driven by LLMs?
we implement the DataViz system for large-scale data visualization driven by LLMs. We
provide in detailed motivation behind implementation choices, as well as its reproducibility.
Each repository on GitHub provides instructions on running the system and the experi-

ments. We conclude the Chapter with limitations, future improvements, and summary of

the implementation (RC3]).

7.1.4 Chpater 5: Evaluation of Dataviz

To address How to evaluate a business data visualization system driven by LLMs?
we evaluate the DataViz system among varying categories: accuracy, performance, and
usability. We apply the metrics described in Chapter [3| and provide detailed experimental
set-up recommendations. We provide the results of the experiment as visual insights to

ensure clarity of the findings. We conclude the Chapter with limitations, future improve-
ments, and summary of the evaluation (RC3|).

7.2 Summary and Future Work

Due to the rapid development of LLM-driven analytics, the future implications of this

thesis are vast. We present a concise list of possible directions for future work.

F6.1 We expect the Dataviz system to expand the functionality it offers and provide
deeper data analytics insights to stakeholders. This could involve a textual analysis driven

by LLMs of the data and its visualizations.
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F6.2 We identify a list of possible design improvements that could positively influence
the accuracy of the DataVviz visualizations. We consider the integration conversational
mode as valuable to ensure enhanced UX of the NLI for non-technical users. In addition,
enhancing the system to create interactive plots and dashboards is of great importance.
Expanding the system according to specific business workflows is essential for its success,
therefore updating the data upload module by connections to company files stored on, for
instance,various platforms could improve its usability. Finally, providing the LLM with a

dateset schema could offer more sophisticated context-aware insights.

F6.3 We notice a clear opportunity for a more comprehensive evaluation of Dataviz, and
the application of novel metrics and systems for the semantic evaluation of the data visu-
alization script and the intention behind the NLQ and the dataset. A comparative study
against state-of-the-art baselines could offer more insight into the system’s capabilities and

areas for improvements.

The implementation of DataVviz and all the experiment data produced as part of this

work are publicly available on GitHukEﬂ (RC4).

"nttps://github.com/mmyalen/DataViz
2https://github.com/mmyalen/experiments-bsc-thesis-2025-DataViz
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Appendix A

Reproducibility

A.1 Artifact check-list (meta-information)

e Program: DataViz program for large-scale data visualization.
e Model: OpenAl models (GPT-40, GPT-40-mini, Ol-mini)
e Dataset: https://github.com/mmyalen/experiments—bsc-thesis-2025-DataVviz.

e Hardware: Apple M2 (8-core CPU, 10-core GPU), 16 GB Unified Memory,
494.38 GB SSD.

e Metrics: Human Evaluation, Likert Scale, VER

e Output: Data visualization based on NLQ and CSV dataset.

e How much disk space required (approximately)?: 332K

e How much time is needed to prepare workflow (approximately)?: 5 minutes.

e How much time is needed to complete experiments (approximately)?: 1-3 days.
e Publicly available?: Yes

e Code licenses (if publicly available)?: Apache License 2.0

A.2 Description
A.2.1 How to access

The following repositories contain all the code and works:
Implementation: https://github.com/mmyalen/DataViz

Experiments: https://github.com/mmyalen/experiments-bsc-thesis—-2025-DataViz
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A. REPRODUCIBILITY

A.2.2 Software dependencies

Pipfile: https://github.com/mmyalen/DataViz/blob/main/Pipfile
Pipfile.lock: https://github.com/mmyalen/DataViz/blob/main/Pipfile.lock

A.3 Installation

1. Install Python 3.11 and Pipenv
2. Run pipenv install

3. Create a .env file with:

OPENAI_API_KEY='"...'

4. Run the app with pipenv run python app.py
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