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Abstract

Large Language Models (LLMs) are widely used by our increasingly digitalized society, but raise sustainabil-
ity, performance, and financial concerns, especially as inference workloads grow. To improve the design and
operation of LLM ecosystems, we envision simulators and simulation-based digital twins becoming primary
decision-making tools. LLM ecosystems leverage many heterogeneous components, making simulation a non-
trivial, yet critical operation. The simulation challenge is exacerbated by the absence of a comprehensive
reference architecture of LLM ecosystems; the lack of such a conceptual model can be costly and could mis-
guide the designers and engineers. Without a reference architecture, even the most experienced stakeholders
could tinker in researching, engineering, or maintaining LLM ecosystems. In this work, we bring a three-fold
contribution to the scientific community. Firstly, we synthesize, propose, and validate a reference architecture
(RA) of LLM ecosystems under inference. Then, adhering to the reference architecture, we design Kavier, the
first simulation instrument able to predict the performance, sustainability, and efficiency of LLM ecosystems
under inference, through discrete-event and cache-aware simulation, focusing on Key-Value-(KV-)Caching
and prompt prefix caching policies.

Through experiments with a Kavier prototype and real-world traces, (i) we measure the accuracy of Kavier
and its performance in massive-scale simulations, (ii) we compare the performance of different KV-Caching
policies, and (iii) we analyze the performance, sustainability, and efficiency of LLM ecosystems under various
prefix caching policies. Through experiment (i), we demonstrate that Kavier can simulate hundreds of GPU
hours in a matter of seconds, at second granularity, and with error rates of less than 10%. Through experi-
ments (ii) and (iii), we identify and quantify operational aspects of caching in the context of LLM inference.
Specifically, in experiment (ii), we quantify improvements of 2-3 orders of magnitude on performance when
LLM ecosystems adopt KV-Caching. In experiment (iii), we identify that prefix caching can reduce latency
by up to 65%, with cascading improvements also in environmental and financial costs. Overall, we show that
Kavier enables operators, researchers, and engineers to predict LLM ecosystems in a time, performance, and
cost-efficient way.

Keywords

LLMs, LLM ecosystems, KV-Cache, discrete-event simulation, performance, sustainability, efficiency, energy
utilization, OpenDC
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1
Introduction

LLM ecosystems are being adopted at an unprecedented scale [1, 2], and are hosted on massive-scale, intensely
used ICT infrastructure, hence raising concerns about performance, sustainability, and efficiency [3, 4, 5, 6].
To understand ICT infrastructure, numerous simulators have been proposed in the past decades, such as
OpenDC [7], DCSim [8], GDCSim [8], or CloudSim [9]. However, no simulator supports the prediction of
LLM ecosystems under inference and cache-awarely. For LLM ecosystems, the caching system is crucial,
especially Key-Value Caching (KV-Caching) and prompt prefix caching [10, 2, 11], and proven to have
significant impacts on performance, sustainability, and efficiency, sometimes of orders of magnitude. Although
simulators for predicting LLMs have been proposed (e.g., Vidur [12], LLMServingSim [13]), none of them can
cache-awarely simulate the performance, sustainability, and efficiency of LLM ecosystems under inference.
Exacerbating this challenge, the absence of a reference architecture of LLM ecosystems under inference
prevents rigorously designing and implementing a scientific simulation instrument; adhering to state-of-
the-art methodology [14], followed by top-tier publications [15, 16, 17, 7], simulators should be designed
and implemented as mapped to validated reference architectures. Furthermore, the absence of a reference
architecture can misguide even the advanced groups of engineers, researchers, and operators, which could
overlook crucial aspects of the ecosystem (e.g., prompt prefix caching). Identifying the absence of a conceptual
model and of a simulation instrument leads to the main research question: (MRQ) How to enable analysis of
LLM Ecosystems under inference through discrete-event simulation? In this work, we address the MRQ and
propose a dual main contribution, first, a detailed and comprehensive reference architecture to guide how
LLM-inference systems are designed, deployed, and analyzed; second, the Kavier tool to simulate and analyze
LLM-inference systems based on the reference architecture. Kavier facilitates the community to explore
real-world LLM ecosystems in a time and cost efficiency way, through simulation-driven experimentation.
Having a better understanding of massive-scale computer ecosystems, especially LLM ecosystems, can lead
to significant improvements in these systems’ performance, sustainability, and efficiency overall [1].

Our society and economy are increasingly dependent on AI services, especially on Large Language Models
(LLMs) [1, 2, 4]. Correspondingly, LLMs are becoming more accessible to the public at large, while leveraging
more complex architectures and consuming massive computational resources [3, 4]. Since the launch of GPT-
3 in November 2022, LLMs have been and are being increasingly embedded in operational processes across
industry, government, and academia [18, 19]. In industry, as of 20251, tech giants integrate LLMs into
their search engines (e.g., Gemini, Copilot), and customer service platforms, processing billions of queries
daily [19, 20]; in academia, LLMs are widely used in research, especially in field as computer science, medicine,
chemistry, or biology, in processes of scientific writing, data analysis, or programming assistance [21, 22, 23,
24]; governments deploy LLMs for public service automation [25] and policy analysis [26, 27]. The wide use
of these services is reflected in various costs – LLMs are trained and run at massive sustainability, financial,
and performance costs [2, 1].

1This thesis has been written and submitted in 2025, including information and data which might change over time. Although
apparently ephemeral, the presented numbers highlight the massive scale of LLM services and their societal impact, which is
projected to grow in the upcoming decades.
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The environmental footprint of LLMs is massive and is only expected to grow, further exacerbating the al-
ready concerning global challenges in resource allocation, energy consumption, and CO2 emissions [3]. This
footprint begins as soon as the production of the hardware on which the LLM ecosystem is deployed [19]. For
example, manufacturing a single NVIDIA H100 GPU, widely used in AI training and inference infrastruc-
ture, generates hundreds of kgCO2 (estimated between 200-500kg CO2 per GPU unit) [28, 3]; equipping a
hyperscale datacenter with 10,000 NVIDIA H100 GPUs results in over 20,000-50,000 tCO2 emissions before
even deploying the LLM ecosystem and without considering other components of such a datacenter [29, 20].
The footprint of the training process is significant even for GPT-3, a small LLM by 2025 standards, which
consumed 1.28 GWh of energy, and emitted 553 metric tons of CO2 [30], equivalent to 123 gasoline cars
driven for a year [31]. Larger LLMs, such as Google’s PaLM-2 (340B parameters), require 3.4x more energy
than GPT-3 during training, while models like Antropic’s Claude 3 (500B parameters) consume over 5 GWh
per training run [18]. Lastly, inference exacerbates exponentially this climate footprint - ChatGPT service, at
peak usage, consumes over 1 GWh daily [19], on par with approximately 40,000 Dutch houses [32]. However,
the CO2 intensity varies by the energy source: LLMs run on coal-based power grid can emit up to 2-3 orders
of magnitude more CO2 than LLMs run on renewable or nuclear-powered datacenters [33, 34]. Cumulatively,
in 2025, LLMs are estimated to account for approximately 3% of the electricity consumption of the global
datacenters, and this proportion is expected to exponentially grow [35].

The financial costs of training and running LLM are increasing at an unprecedented pace, with an estimated
growth of an order of magnitude per year in compute costs [5]. Cottier et al. note the magnitude growth in
the regression mean for training frontier AI models, from approximately $10k in 2016, to approximately $8M
($0.08B) in 2024, and expected to overtake $1B by 2027 [5]. Inference costs are equally staggering [36, 37, 38]:
ChatGPT costs $700,000 per day to operate, and using GPT-4 to support customer service can cost a small
business $21,000 a month [37]. The financial costs can grow exponentially for million-scale token contexts
(e.g., Google’s Gemini 1.5), which increases GPU memory usage by 4-8x, and proportionally the cloud hosting
fees [38]; some cloud providers estimate a single 100K-token prompt at $0.50 scale in cloud compute fees,
while a small prompt at only fractions of a cent [36, 38]. Still, it is essential to note that many factors could
influence the price of LLM inference, and, although the number of tokens influences the price, there is no
correlation between these two metrics; for example, the measured cost of running Jamba 1.5 Large (256k
parameters) on Amazon Bedrock was of $0.32 per 100k tokens of prompt (equivalent to $0.81 per prompt),
while the cost of running Clause 3.5 Sonnet (200k parameters) on the same infrastructure was of $0.54 per
100k tokens of prompt (equivalent to $1.08 per prompt) [36]. Scaled to an audience of tens/hundreds of
millions of active, intense users, these costs become unsustainable.

The performance costs of LLMs are reflected into a “modern-day Moore’s law” [6], where available infras-
tructure fails to meet the ultra-high demands of ultra-large LLMs. GPT-4 was trained in 5,000 - 10,000 GPU
years2; the Ice Age terminated ≈11,700 (human) years ago, if we sequentialize the GPUs and assume no
external factors, the training of GPT-4 would have started a few millennia before pyramids were built, just
after the end of the Ice Age [39, 40, 5, 41, 42]. Albeit the massive scale of the training stage, the training
becomes the smaller sibling of the inference, which increases proportionally with the exponentially growing
number of users and size of models; Google estimates the ratio between training and inference as 40 to 60,
thus showing how ”modern”-day AI spends most of its lifetime in the inference stage [43, 44]. Chien et al.
analyze ChatGPT and Google AI services and observe that annual inference needs 25x, respectively 1,386x
more compute resources, than were needed to train GPT-3 [45].

LLMs run on LLM ecosystems, which are “non-trivially heterogenous groups of computer systems, distributed
in nature” [46], and spanning across all three layers of the Compute Continuum: endpoint, edge, and
cloud [16]. We argue that predicting LLM ecosystems is a society-critical yet non-trivial simulation problem
that could lead to significant service improvements, cost savings, and greener LLMs towards a better sustain-
ability of worldwide digital services. Simulation enables large-scale and fine-grained exploration, analysis,
and comparison of systems technologies [7, 47]. The constant accelerating, increasing rate and demand for
computing power, further exacerbated by the public-wide availability of LLM, has led to a substantial expan-
sion of datacenter infrastructure, especially in scale and complexity, making datacenter simulation essential

2GPT-4 is estimated to have used 25,000 NVIDIA A100 GPUs run for 3-4 months [39, 40, 5]. Official numbers are undisclosed
by OpenAI, for undisclosed reasons.
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from economical, performance, and environmental perspectives [7, 48]. The climate impact of experimenta-
tion through simulation of a datacenter configuration under workload, compared to the climate impact of
experimenting with a real-life building, configuration, and running the workload, is 8 to 12 orders of magni-
tude lower, assuming the simulation is accurate and correct [49, 7, 47]; for example, an analysis conducted
by Mastenbroek et al. estimate a ratio of 1:116,000,000,000 in energy consumed to conduct simulations over
the equivalent real-world experiments [7]. Although the high importance of simulating ICT infrastructure
which hosts highly resource-hungry systems, the current state-of-the-art simulators can predict only indi-
vidual components e.g., memory, CPUs, GPUs, networking, or only shallowly integrated; it has never been
proposed a simulator, nor a comprehensive reference architecture of such an instrument, able to simulate
performance, sustainability, and efficiency of LLM ecosystems run on large-scale ICT infrastructure.

Although such a simulation instrument does not exist, the development and hosting of LLM ecosystems is
only accelerating and considered to be a modern-day Moore’s law [50, 6], with number of parameters growing
exponentially and increasing the performance gap between LLM size and hardware performance [51, 52, 53].
While most LLM-oriented research is focused on improving the performance of LLM training, towards higher
accuracy, higher throughput, and lower latency, the high-level picture of the LLM ecosystem [51], highly
integrated and heavily distributed, is yet blurry and remains unexplored [54]. One approach to meet the
performance-hardware gap, and host the increasingly heavy LLM ecosystems, is scaling up the hardware
used for training and inference [50, 18]; this is the current approach adopted by AI giants [55, 56], yet
projected to reach soon the so-called “modern-day Moore’s law” [51, 6]. Another approach to bridge this
gap is by carefully anticipating datacenters, through accurate and reliable simulation processes that predict
ICT infrastructure under real-world workloads and systems (e.g., LLM ecosystems); such anticipation can
happen both before building datacenters, or after building, during operation, helping in dynamic adjustments
and resource allocation [17, 48, 7]. Many vetted and community-wide tested simulators already exist [54,
57, 58, 7, 59]. However, none support the simulation of performance, sustainability, and efficiency of LLM
ecosystems. Exacerbating the simulation challenge, there is no comprehensive reference architecture for LLM
ecosystems, which could be further integrated into simulation processes.

In this work, we identify and address the major sustainability concerns raised by LLMs, the increasing
performance gap between LLM ecosystems and ICT infrastructure, and the efficiency concerns of LLM
ecosystems. We identify the lack of understanding of how these ecosystems operate and how their internal
(eco)systems interact. Addressing these community-knowledge gaps, we propose a high-level conceptual
model of the LLM continuum, which we design and validate across real-world ecosystems. We refer to this
conceptual model as reference architecture. Then, we propose Kavier, a scientific instrument for simulating
the LLM continuum; our instrument adopts discrete-event simulation, where the operation of a system
is represented as a sequence of events over time, with the assumption that no changes occur in-between
events [60, 7]. We design a Kavier capable of predicting the performance, sustainability, and efficiency of
LLM ecosystems under inference, as well as cache-aware simulation. We then implement a prototype of
this design, which we release as open science. We identify the absence of traces showing the relationship
between the amount of prefill/decode tokens and their impact on performance. To address this challenge,
we deploy LLM ecosystems on real-world infrastructure and conduct measurements. Lastly, through trace-
based experimentation, we successfully validate the engineered prototype and demonstrate the superiority of
simulation-driven experiments over real-world infrastructure experimentation. We then evaluate the impact
of different caching policies on performance, sustainability, and efficiency by first analyzing prefix caching
and subsequently examining KV-Caching in autoregressive transformer LLMs.

1.1 Problem Statement

Our society and economy are increasingly dependent on AI services, especially on LLMs, which are being
increasingly embedded in operational processes across industry [19, 20], academia [21, 22, 23, 24], and govern-
ment [25, 26, 27]. However, LLMs are not free to train and host, and surely not cheap: inference of ChatGPT
consumes energy, daily, on par with approximately 40,000 Dutch houses [19, 32], GPT-4 training time is es-
timated at 5k-10k GPU years [39, 40, 5], and the training process of GPT-3, an already “small” model by
nowadays standards, consumed 553 metric tons of CO2 [30]. AI services, including LLM ecosystems, are
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trained and hosted on large-scale ICT infrastructure [1, 2]; therefore, the performance and sustainability of
LLM services is directly dependent on the performance and sustainability of the datacenter on which the
systems are run.

Proven to be critical instruments in datacenter designing, scaling, maintaining, and building, many datacenter
simulators have been developed and used worldwide [54, 57, 58, 7, 59]. Simulation is a powerful tool that can
help stakeholders anticipate ICT infrastructure at a fraction of a cost; Mastenbroek et al. estimate a ratio of
1:116,000,000,000 in energy consumed to conduct simulations over the equivalent real-world experiments [48,
49].

An alternative to simulation is scaling up the infrastructure [56, 55] (“scaling-by-credit-card” [49]). This
approach, albeit currently functional, is unsustainable in the long run, leading to a projected “modern-day
Moore’s law” [50, 6], where the number of parameters grows exponentially, and the hardware performance
logarithmically, at best linearly [51, 52, 53]. To cover this gap, we propose carefully and responsibly antici-
pating datacenters hosting LLM ecosystems, through accurate and reliable simulation processes. Therefore,
we identify PS1:

PS1 Although robustly simulating ICT infrastructure is highly important for the community, especially
simulating LLM ecosystems, no simulator currently is capable of predicting performance, sustainability,
and efficiency of LLM ecosystems under inference. Without such a scientific instrument, exploration of
LLM ecosystems, timely and efficiently, can be hindered.

To rigorously design a datacenter simulator, tailored to predicting LLM ecosystems, the state-of-the-art
is materializing a reference architecture into a simulation tool or instrument [17, 7]. However the high
importance of simulation and, thus, the high importance of a reference architecture, currently, there is no
comprehensive reference architecture for inference of LLM ecosystems, hence exacerbating PS1. Although
progress has been made in this direction, proposed reference architectures are incomplete [61], non-inference
oriented [61, 62, 63], assume a (too) high degree of homogeneity of LLM ecosystems [62], vetted, following
state-of-the-art approaches in distributed systems, but too universal [16], or do not follow a distributed
systems approach [62]. The existing reference architectures are not necessarily wrong, yet they are unsuitable
for materializing within a unitary simulation entity.

We identify various ecosystems for serving LLM inference in practice, such as the IBM inference ecosystem,
highly homogeneous and self-contained, the Databricks inference ecosystem, highly heterogeneous and self-
contained, and the inference ecosystem envisioned by Ubicloud, highly heterogeneous and distributed. We
identify the main requirement of proposing a reference architecutre abstract enough to model these distinct
natures of these ecosystems, while still being specific enough to model intricate behaviour of LLM inference
as opposed to traditional, more homogeneous computer ecosystems (e.g., storage, video streaming).

Moreover, we identify very visible effects of the lack of a reference architecture over the compute continuum of
LLM ecosystems under inference. The lack of comprehension of this conceptual model leads to incomparable
designs, inability to discuss practical shortcomings of existing ecosystems, and difficulties in operating and
expanding existing ecosystems.

In this work, we propose the first reference architecture of LLM ecosystems under inference and map our
reference architecture to numerous vetted, standard, and universal reference architecture, thus generalizing
our model to even more applications that can leverage LLM pipelines. In other words, we are generalizing
over the continuum and tailoring for LLM inference pipelines. This raises PS2:

PS2 Currently, there is no comprehensive reference architecture for inference of LLM ecosystems.

Recent advances in KV-Caching optimization focus on local improvements: PyramidInfer achieves double
throughput and halves GPU memory reduction in KV-Cache, using layer-wise dynamic allocation [64]; AIB-
rix proposes a distributed KV-Cache approach, which boosts token reuse across nodes, leading to a 50%
increase in throughput and a 70% reduction in inference latency [65]; Jenga introduces a two-level memory
allocator that reduces fragmentation by 80% through LCM-based page sizing and request-aware allocation,
thus improving throughput by 1.8x in heterogenous LLMs. However, these approaches neglect system-wide
impacts, primarily focusing on KV-Cache-GPU interaction, without modeling datacenter-scale performance,
energy usage, or CO2 emissions. This leads to a critical gap: current KV-Caching research focuses on isolated

11



Chapter 1: Introduction

operational layers of the Compute Continuum, mainly KV-GPU, while this work pioneers vertical simulation
of the KV-Caching system, as integrated within an LLM ecosystem. Therefore, we identify PS3:

PS3 Current research and experimentation focuses on isolated operational layers of the Compute Continuum,
mainly on the interaction between KV-Caches and GPUs, and fails to provide a vertical simulation of
the KV-Caching system as integrated within a unitary, highly-distributed, and heterogeneous LLM
ecosystem.

1.2 Research Questions

To address the aforementioned challenges, we raise the main research question (MRQ), from which we refine
a sequence of four research questions (RQ).

MRQ How to enable analysis of LLM ecosystems, through discrete-event simulation?

Research Question 1

LLM ecosystems have a massive societal impact when run at a worldwide scale, and raise significant sus-
tainability, performance, and economic concerns, especially when workload grows [2, 1, 3]. LLM ecosystems
are run on large-scale infrastructure, resource-hungry, and with an increasing gap between the LLM needed
resources and infrastructure capabilities [51, 6]; scaling up datacenters is only a temporary fix [55, 56, 6]. As
the size and demand of ICT infrastructure grow, we envision simulators and simulation-based digital twins
becoming primary decision-making tools, helping to meet Service Level Objectives (SLOs) without trading
sustainability. LLM ecosystems become increasingly heterogeneous [2, 51], making simulation a non-trivial,
yet critical operation. The simulation challenge is exacerbated by the absence of a comprehensive reference
architecture of LLM ecosystems.

Toward answering RQ1, we propose a high-level abstraction of LLM ecosystems, leveraging the entire process
from user’s input to the system output. We identify the main components of such a system tailored with
industry-standard technologies, and individually describe each component, its purpose, and its interaction
with other components. Proposing a high-level and comprehensive abstraction of LLM ecosystems raises the
research question:

RQ1 How to synthesize and validate a reference architecture of LLM ecosystems?

Research Question 2

It has never been proposed a scientific instrument for simulating the performance, sustainability, and efficiency
of LLM ecosystems under inference, following a cache-aware and discrete-event simulation model. We identify
the main challenge of proposing a design of such a scientific instrument which ensures not only meeting the
functional requirements, but also simulating with a close-to-reality accuracy, lightning-fast performance, and
seamless integration with a peer-reviewed and community-vetted datacenter simulator.

Toward answering RQ2, we propose Kavier, a scientific instrument for (KV)-cache-aware simulation of the
continuum of LLM ecosystems under inference. Following AtLarge Design Methodology [14], we establish
a set of functional and non-functional requirements to guide our design process. Then, also adhering to
the reference architecture obtained after answering RQ1, we analyze multiple design choices and select the
best-aligned decisions with the established requirements. Then, we focus on each core simulation component
(e.g., performance, sustainability, and efficiency) and individually detail the simulation approach for each
such model. We also detail the cache-aware simulation component and how caches affect prefill and decode
time. The design process is a critical and non-trivial step in the research process, which raises the main
research question:

RQ2 How to design Kavier, a scientific instrument for cache-aware simulation analysis of the
performance, sustainability, and efficiency of LLM ecosystems under inference?
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Research Question 3

Proposing a (successful) novel simulation concept and scientific instrument is a rarity in our field and repre-
sents a potential massive-scale contribution if widely adopted, especially in widely used technologies such as
LLM ecosystems, heavily reliant on KV-Caches, with potential improvements of orders of magnitude [2, 47].
The main challenge is demonstrating the ability to rigorously implement and integrate Kavier into a vetted
simulator. This raises three sub-challenges. Firstly, we identify the challenge of materializing the design
proposed in RQ2 into an engineered prototype with minimal redundancy, maximized accuracy, performance,
integration, and abstraction, following industry-standard, state-of-the-art techniques. Secondly, we identify
the challenge of integrating the engineered prototype with a top-tier, peer-reviewed simulator while respect-
ing the functional and non-functional requirements. Thirdly, we identify the challenge of integration towards
further development and research processes, following principles of open-source and open-science, and allow-
ing for further steps towards simulating LLM ecosystems, following the reference architecture proposed in
RQ1.

Toward answering RQ3, we propose Kavier, a scientific instrument able to simulate LLM ecosystems and
strictly adhere to the design obtained by answering RQ2. To answer RQ3, we identify the main requirement
of integrating Kavier within a large-scale, top-tier datacenter simulator. We engineer Kavier as able to predict
by leveraging multiple simulation models, following principles of Multi-Model [47, 66, 67] and Meta-Model
simulation [68, 47]. We integrate Kavier within a top-tier datacenter simulator, and leverage its peer-reviewed
capabilities of simulating sustainability. The implementation and component raise the research question:

RQ3 How to implement and integrate Kavier within a peer-reviewed, discrete-event datacenter
simulator?

Research Question 4

Reiterating the statement above, proposing a (successful) novel simulation concept and scientific instrument
is a rarity, yet with society-wide impact [68, 7]. Towards evaluating Kavier, we design three experiments.
The experiments focus both on quantifying and evaluating Kavier, against well-defined criteria (i.e., func-
tional and non-functional requirements), and on exploring real-world scenarios using Kavier (e.g., exploring
sustainability - CO2 emissions, energy consumption - of LLM ecosystems, evaluating workload performance).

To answer RQ4, we establish the experiment setup and synthesize an overview of the experiments. State-of-
the-art methodology in the field adopts simulation to check various operational properties (both functional-,
and especially non-functional requirements) for distributed systems and ecosystems [14, 69, 17, 70, 7]. We
firstly quantify Kavier’s accuracy and its performance during simulation. We further explore two real-
world scenarios using the just-designed and prototyped instrument, and summarize the main findings. The
experimentation journey raises the research question:

RQ4 How to evaluate a Kavier prototype with trace-based realistic scenarios?

1.3 Approach

Throughout the research and engineering process, we approach the problem statement and the subsequent
research questions with a distributed systems approach,“a combination of conceptual, technical, and experi-
mental work” [48], guided by the state-of-the-art AtLarge Design Process [14].

To answer RQ1, we analyze existing systems and technical documentation and discuss with selected experts
in the field various variants of reference architectures of LLM ecosystems, and we contrast these with a
set of selected peer-reviewed articles in the community. We summarize, per architecture, the positives and
negatives. We present this overview in Chapter 2. Further, in Chapter 3, we propose a high-level abstraction
of LLM ecosystems, leveraging the entire process, from the user’s input to the system’s output. We follow a
distributed systems approach in the modeling process and model multiple layers of abstraction, focusing on
how different components connect and interact. We describe both the reference architecture, from a high-level
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perspective, and individually describe the functionality and scope of each component of the distributed LLM
ecosystem. We then detail the KV-Caching system and provide an extensive description of its integration
within the system. Lastly, we validate the proposed reference architecture against LLM inference ecosystems
from the industry and against a peer-reviewed reference architecture of the ICT Compute Continuum.

To answer RQ2, we propose Kavier, a first-of-its-kind discrete-event and cache-aware simulation instrument
for predicting performance, sustainability, and efficiency of LLM ecosystems under inference. Following the
vetted AtLarge Vision on the Design of Distributed Systems and Ecosystems [14], we center RQ2 towards
researching a rigorous design of Kavier. We synthesize functional and non-functional requirements of the
simulation system, with a focus on accuracy, performance, and system-wide embed of Kavier; we integrate
the latest, state-of-the-art simulation techniques, such as simulation based on multi- and meta-models3.
Then, we propose a high-level design for a simulation instrument and detail design choices, analysis, and
simulation components and models of simulator.

To answer RQ3, we implement the design from RQ2 of Kavier, and produce an engineered prototype, following
state-of-the-art software engineering technologies, methods, and principles [71]. We integrate Kavier within
a top-tier, vetted simulator to simulate the inference process of LLM ecosystems. We detail the engineering
and integration process in Chapter 5.

To answer RQ4, we evaluate the developed prototype of Kavier against the established functional and non-
functional requirements using real-world scenarios and data. After answering RQ4, thus at the end of
Chapter 6, also corroborated with analysis from previous chapters, we successfully validate all the functional
and non-functional requirements of Kavier. We run trace-based experiments through a built prototype and
analyze the impacts of various configurations of and workloads on metrics as performance, sustainability, and
efficiency.

1.4 Contributions

This paper will impact the scientific community by providing a reference architecture of the most rapidly
growing technology of the 2020s: LLMs and LLM ecosystems. A comprehensive reference architecture of
the inference process for LLM ecosystems would be beneficial in generating a base of knowledge on how
to design and build LLM ecosystems, as well as in easing the understanding of how the components of
LLM ecosystems interact, communicate, and function together. Furthermore, such an abstraction of LLM
ecosystems could facilitate further research in various directions, such as system simulation or simulation of
individual components (e.g., KV-Cache). A reference architecture and simulation of the Compute Continuum
behind LLM ecosystems is critical, especially with the rapid growth of these services; further exploration of
these techniques could aim to responsibly massivize LLM ecosystems.

With this research, our key contributions are:

C1 We conduct an unsystematic literature study and detailed technology analysis to identify, synthesize,
and characterize existing reference architectures of, preferably, but not restricted to, inference. We
review existing system models and analyze the pros and cons of each selected model. We design a
reference architecture for LLM ecosystems under inference, then validate this conceptual model against
industry-leading LLM ecosystems, scientific community standards, and through structured and non-
structured discussions with experts. We thus address PS2.

C2 We design Kavier, a simulator for predicting LLM ecosystems as modular and integrable with datacenter
simulators. Kavier is a first-of-its-kind tool, a simulator able to predict performance, sustainability, and
efficiency of LLM ecosystems under inference, following a discrete-event and cache-aware simulation
model. We thus address PS1 and contribute to addressing PS3.

3Multi-Model, or simulation using multiple models, is a novel simulation technique which uses multiple models for predicting
datacenter infrastructure under workloads. These individual models are run in parallel, without interfering, and their predictions
are further leveraged within a unitary prediction system, towards providing the user with a better explanation of the simulation
results. The Meta-Model is an aggregation model that predicts using other models’ predictions.
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C3 We prototype Kavier, following state-of-the-art software engineering technologies and principles. We
further integrate Kavier into a peer-reviewed, top-tier datacenter simulator. We use OpenDC, an open-
source platform for cloud datacenter simulation, built through 8+ years of development and operations,
and vetted across numerous venues [7, 48, 17]. Following principles of open science, we release the open-
source integration Kavier-OpenDC. Engineering this prototype, thus, addresses PS1 and contributes
to addressing PS3 through simulation-driven experimentation.

C4 We evaluate Kavier-OpenDC integration using real-world experimentation and traces. We seek traces
that show the impact of the prefill/decode length on performance metrics, yet find no such traces
available; we thus deploy and trace LLM ecosystems; we release these traces as open science. We also
release the validation of Kavier’s accuracy and performance as open science. Lastly, we analyze, with
Kavier and trace-based experiments, the caching impacts on LLM performance, sustainability, and
efficiency. We thus address PS3.

C5 We release all the artifacts in this work as FAIR [72] datasets and software. The artefacts from this
thesis have been peer-reviewed by members of AtLarge Research Group and are available via:
https://github.com/atlarge-research/On-Simulating-LLM-Ecosystems-under-Inference.

This work also represents the culmination of over eight years of contact with the computer science field,
out of which three years were invested in intense academic activities, research, and piles of accumulated
knowledge. This paper has a significant impact on my personal development as an independent researcher,
with contributions to the computer-science community and worldwide society, towards Massivizing Computer
Systems. Many thanks to Alexandru, Animesh, and team AtLarge (more in §Acknowledgements).

1.5 Impact on Society and Computer Systems Community

Through our contributions, we envision a significant impact on society and the computer systems community.

I1 We anticipate our proposed reference architecture to be beneficial in generating base knowledge on how
to design, engineer, operate, and expand LLM Ecosystems. Such a conceptual model could be a major
step towards standardisation and allow stakeholders to compare existing ecosystems, identify strong
and weak points, and take better-informed decisions on improving efficiency. This would, thus, help
to address current efficiency concerns related to LLMs, such as low performance, high energy, or high
CO2 footprint.

I2 We anticipate Kavier as a simulator which could be adopted by large datacenter providers, to anticipate
how various ICT configurations would function under various large- and massive-scale workloads of LLM
inference. We envision a multi-step approach, starting from our collaborators as a proof-of-concept
(e.g., IBM, Solvinity), and internationally scaling to the largest LLM providers (e.g., Google, Meta,
OpenAI). A large-scale adoption of simulation-driven experimentation would allow operators and C-
level stakeholders to better reason about their infrastructure and products, and potentially alleviate
the concerning resource over-exploitation.

I3 We anticipate the LLM Trace Archive introduced in this work, a FAIR dataset [72], to be highly
beneficial for researchers and students exploring LLM inference in the future. A unified dataset would
thus alleviate efforts otherwise spent on data collection and would instead allow scientists to focus
on other research processes at a higher depth. Furthermore, the LLM Trace Archive contains traces
unique in the community, and we are the first to FAIRly release measurements on the relationship
between the amount of prefill and decode tokens and the system performance. Releasing these traces
thus offers researchers access to information otherwise inaccessible (inexistent), difficult to obtain (e.g.,
via tracing), or not possible to obtain in case of lack of access to such infrastructure.

I4 We plan to develop educational material around simulating LLM ecosystems, aided by Kavier, and
deliver as a series of interactive workshops, seminars, and assignments to educate groups of various
academic ages. Furthermore, thanks to the FAIR nature of all our contributions, such material can be
developed both by us and by other researchers and educators from the community, and can be in-depth
explored by students who would engage in these educational activities. We envision expanding the
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Figure 1.1: The structure of this thesis.

Modern Distributed Systems MOOC course on edX4, which uses a form of OpenDC that leverages
some of these concepts and will include an exercise based on Kavier in the next edition.

1.6 Plagiarism Declaration

I confirm that this thesis is my own work, is not copied from any source (person, Internet, or machine), and
has not been submitted elsewhere for assessment. The work, findings, and formulations that do not represent
my contribution are given explicit recognition via citations. The plagiarism declaration excepts Section 1.6,
which is ad litteram copied from the template report :).

1.7 Thesis Structure

Figure 1.1 visually represents the structure of this work, and highlights the four main types of contributions
of this work, to the scientific community: conceptual (C), technical (software) (T), contributions from mea-
surements of real-world LLM ecosystems synthesized in data-traces (D), and contributions from trace-based
experiments (E).

In Chapter 2, we describe relevant background information on LLM ecosystems, simulators, and latest simu-
lation innovations in the community. In Chapter 3, we propose a Reference Architecture of LLM ecosystems
under inference and validate it by aligning this conceptual model with industry ecosystems and peer-reviewed
reference architectures of the Compute Continuum [16]. In Chapter 4, we design Kavier following vetted de-
sign processes in the computer systems community [14, 1]. In Chapter 5, we implement Kavier and integrate
the resulted prototype within OpenDC, a state-of-the-art and peer-reviewed datacenter simulator with over
8 years of development [7]. With the Kavier-OpenDC integration, in Chapter 6 we evaluate Kavier-prototype
with trace-based realistic scenarios, following experimentation processes introduced by AtLarge [7, 17, 48, 68],
currently standards in the computer systems community.

4https://www.edx.org/learn/computer-science/delft-university-of-technology-modern-distributed-systems

16

https://www.edx.org/learn/computer-science/delft-university-of-technology-modern-distributed-systems


2
Background

In this chapter, we present a comprehensive, yet not exhaustive, background on subjects relevant to ref-
erence architectures, simulation, and LLM inference. Sections 2.2.2, 2.3, 2.6, and 2.7, are adapted from
my honours programme thesis ”M3SA: Exploring the Performance and Climate Impact of Datacenters
by Multi-Model Simulation and Analysis” [47], authored by Radu Nicolae (myself), and supervised by
Prof. Dr. Ir. Cav. Alexandru Iosup and Dante Niewenhuis.

2.1 Overview

We now present an overview of this chapter through a top-down presentation. In this chapter, our contribution
is six-fold:

1. We firstly present, in Section 2.2, terminology used in operating LLMs and ICT infrastructure and
introduce concepts such as token, prefill/decode, workload, trace, or model, further used for the rest of
this work.

2. In Section 2.3, we provide background on datacenter simulation, and expand on a peer-reviewed,
community-vetted, open-source datacenter simulator.

3. In Section 2.4 we conduct an analysis of existing reference architectures of LLM ecosystems under
inference, and present for each architecture advantages and drawbacks. This is a crucial foundation
for Chapter 3, where we propose a comprehensive, state-of-the-art, following a distributed-systems
approach reference architecture.

4. We then provide background and how our community addresses, through simulation, the emerging
concern of CO2 emissions from massive-scale ICT infrastructure under workload (Section 2.6).

5. We then present background on KV-Caching, with a top-down approach, starting from what KV-
Caching is, what its main functions are, and delving into the latest scientific discoveries on KV-Caching
and its potential magnitude-scale impact on system throughput and latency (Section 2.5).

6. Then, in Section 2.7, we offer an overview of metrics used in our community to quantify ecosystems (e.g.,
power usage effectiveness, sustainability, performance, efficiency) and metrics to quantify simulation
accuracy (e.g., MAPE).

2.2 Terminology

We now present terminology used in this work. We begin by defining terminology related to AI and LLM
ecosystems in Section 2.2.1, then provide terminology related to ICT simulation in Section 2.2.2.
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2.2.1 A background on terminology

AI Inference is ”the ability of trained AI models to recognize patterns and draw conclusions from information
that they haven’t seen before” [73].

”A token is a collection of characters that has semantic meaning for a model. Tokenization is the process of
converting the words in your prompt into tokens” [74]. In this work, we consider one token to be one word.

Prefill is ”the stage in which the model processes the prompt tokens of a new request. It computes the
transformer attention and stores the Key (K) Value (V) tensors of the attention for each token and each
layer into the KV cache blocks” [75].

Decode is ”the stage in which the model generates the next output token or the output tensor for intermediate
layers repeatedly for ongoing requests. It reuses the stored KV-Cache of all preceding tokens and computes
the Query (Q) tensors based on the most recent token” [75].

KV-Cache is ”the GPU memory region used to store the transformer attention keys and values for each
token in a request. It is managed globally across all requests and devices in vLLM” [75]. We provide more
background on KV-Cache(ing) in Section 2.5.

A distributed ecosystem is ”a non-trivially heterogeneous group of computer systems distributed in nature,
collectively called constituents. Constituents are autonomous, but often in competition and even antagonistic
with each other. The ecosystem structure and organization ensure its collective responsibility: completing
functions with humans in the loop, providing desirable non-functional properties that go beyond traditional
performance, subject to agreements with clients. Ecosystems experience short- and long-term dynamics:
operating well although challenging, possibly changing conditions external to the control of the ecosystem” [46].

2.2.2 A background on ICT simulation terminology

“Simulation is defined as the imitation of the operation of a system or real-world process over time, and in
many cases, manufacturing provides one of the most important applications of simulation” [76]. Simulation
provides datacenter stakeholders with operational insights into how the ICT infrastructure behaves under
different configurations, workloads, and operational phenomena (e.g., infrastructure failures).

Workloads contain tasks operated on physical machines, virtual machines (VM), or containers [68].

Traces are fine-grained recordings of real-world events, capturing detailed operational data of infrastructure
under different workload(s); traces provide a granular view of resource usage, essential for driving simulations
or replaying real-world scenarios [68]. In this work, traces are monitored at a constant time granularity to
provide details on the computational demand over time, and are crucial in replaying real-world scenarios to
predict system behavior, energy consumption, and CO2 emissions.

Predictive models in large-scale computer systems are empirical prediction systems that analyze, combine,
and compute various input elements to produce fine-grained output predictions [68, 77]. In other words,
predictive models are empirical prediction systems that analyze, combine, and compute atomic input elements
to produce a comprehensive, sometimes exhaustive output. We use models to predict real-world workloads
run on ICT infrastructure with various specifications modeled by users. Models help understand and optimize
resource allocation, workload management, and monitoring of overall performance metrics, such as energy
consumption and CO2 emissions.

The export rate of the simulator represents the granularity at which the instrument samples and exports
simulation data. For example, an export rate of 30 seconds will lead to 2 exported samples per minute.
In this work, we address simulations with different sample rates, towards analyzing various metrics (e.g.,
performance) of the researched and developed tools.

Multi-Model proposes leveraging multiple predictive models, run in parallel, without interference, into a
unified tool. The Meta-Model simulation vision proposes aggregating multiple predictive models into a unified
model, the Meta-Model, able to predict based on other models’ predictions [68, 47]. OpenDC supports Multi-
and Meta-Model simulation [7, 68].
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2.3 The Main Analytical Tool: Simulation

Datacenters serve as vital cloud infrastructure, playing a crucial role in the digital society by serving stake-
holders from industry, government, and academia [15, 17, 7, 78]. Extensive research has been conducted in
this field, including analyzing and predicting data traffic evolution, developing datacenter simulators, and
proposing novel scheduling techniques. In this section, we present the data traffic trends (Section 2.3.1), which
increased by one order of magnitude within the last decade; this data, is handled, created, transferred, and
reproduced via massive-scale ICT infrastructure, which is in a continuous expansion and growth [49, 78, 79].
The current state-of-the-art consists of simulating before building; we further expand on datacenter simulation
frameworks in Section 2.3.2.

2.3.1 Data Traffic Trends

Reinsel et al. analyzed data traffic trends, estimating an one-order-of-magnitude increase to 163ZB reached in
2025, compared to just 16ZB in 2016. These data include 25ZB of critical information and 4ZB of hypercritical
data, directly impacting users’ health, life, commercial air travel, military security, and numerous other
situations. In addition, as of 2025, approximately 75% of the global population is estimated to be connected
to the Internet. The research carried out by Reinsel et al., as part of an IDC White Paper sponsored by
Seagate, underscores the vital importance of establishing reliable and efficient datacenters, scalable to billions
of people and tens of billions of devices [80].

2.3.2 Simulation with OpenDC

“Simulation is defined as the imitation of the operation of a system or real-world process over time, and in
many cases, manufacturing provides one of the most important applications of simulation” [76]. Simulation
provides datacenter stakeholders with operational insights into how the ICT infrastructure behaves under
different configurations, workloads, and operational phenomena (e.g., infrastructure failures).

Iosup et al. analyzed existing datacenter simulators, highlighted, and addressed simulation challenges by
introducing OpenDC 1.0 [78], succeeded by OpenDC 2.0 [7], introduced by Mastenbroek et al. OpenDC is
an open-source platform for modeling, simulation, and experimentation with cloud datacenters. OpenDC 2.0
addresses multiple key challenges:

1. contains models for emerging technologies, such as serverless computing and machine learning workloads
running in datacenters;

2. contains models for CO2 emission predictions and models for energy usage predictions, calibrated with
real-life data;

3. provides an intuitive interface with enhanced visualization and interaction tools, supporting various
input/output formats and metrics. OpenDC 2.0 facilitates the process of designing and sharing (parts
of) complex datacenters;

4. provides both a GUI and JSON interfaces towards accommodating a wide range of stakeholders, in-
cluding experts and general users.

OpenDC 2.0 is a pioneering and re-engineered iteration of the 1.0 prototype, becoming the first simulator to
integrate serverless and machine-learning execution while leveraging discrete-event simulation. This simula-
tor integrates a model for the TensorFlow ecosystem and primarily employs Kotlin as the main programming
language for the codebase. The authors compare the developed datacenter simulation concepts and archi-
tecture with i) Mathematical Analysis, albeit faster, too high-level for the processes from a datacenter and
with ii) Real-world experimentation, which yields accurate results, is non-trivial to run at a large scale due
to high energy footprint and extensive waiting times.

With highly precise and accurate simulations, open-source nature, and a wide variety of distinct models
used in simulations, OpenDC has proven results through multiple peer-reviewed, award-winning, top-tier
publications [70, 81, 78, 49, 7, 69, 48, 17, 17]. We identify the OpenDC simulation framework and the related
work as highly relevant for this research.
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2.4 The Root of Every Systematic Simulation - the Reference Ar-
chitecture

Prior to conducting this scientific research, we searched for relevant literature proposing reference architec-
tures (RAs) for LLM ecosystems. We define a set of keywords: ”reference architecture LLM ecosystems,”
and explore existing literature on ACM Digital Library1, Google Scholar2, and DBLP3. We discover one
relevant architecture for LLM ecosystems proposed by Bucaioni et al. (Figure 2.1) and a community-vetted
reference architecture for the Compute Continuum, proposed by Jansen et al. (Section 2.4.2). Alongside the
aforementioned RAs, we discover RAs with various purposes (e.g., for deploying LLMs [63]), albeit valuable,
are not aligned with the scope of this research. However, although not in direct alignment with the scope
of this work, in Section 2.4.3, we present the reference architecture proposed by Lu et al. for designing
foundational model-based systems, which we envision as a highly relevant envision of the LLM evolution over
the next decade(s).

In this section, we present two community-vetted reference architectures for LLM ecosystems and a reference
architecture on the evolution of foundational models. For each RA, we present an overview and highlight
present and absent key points. We regard this (sub)-section as critical for Chapter 3, in which we envision
a comprehensive reference architecture for the inference process of LLM ecosystems, following a distributed
systems approach, and mapped to the Compute Continuum.

2.4.1 A Functional Software RA

Overview: Bucaioni et al. propose a “preliminary functional reference architecture as a conceptual frame-
work” which addresses the lack of systematic reasoning about the design and quality attributes of LLM
software systems [62].

The authors conduct a literature survey and identify architectural concerns for “large language model-
integrated systems” (LLM ecosystems) and propose a four-layer functional reference architecture emphasizing
modular service decomposition and cross-layer monitoring (§III [62]), which we illustrate in Figure 2.1.

(i) Presentation layer: handles multimodal user interactions through a user interface (UI), linked to a
connector component, and linked to the other layers via an orchestrator.

(ii) Application logic layer: contains a single, non-shared component, the orchestrator, which dynamically
determines workflows based on user input. The orchestrator bridges the (i) presentation layer with the (iii)
LLM integration layer. To address scalability concerns, the orchestrator supports asynchronous, event-driven
workflows.

(iii) LLM integration layer: is the system’s core and handles input-processing, detailing from the very first
input formatting, called pre-processing (e.g., for single reasoning model workflows) and prompt engineering
(e.g., for cascading model workflows, where the user prompt generates multiple, in-LLM prompts), to the
post-processing steps, such as multi-modal integration, or formatting and translation. Although the authors
include the multi-modal element in the RA, they do not further expand on this topic.

(iv) Data management layer: ”ensures efficient data handling” [62]. This layer includes multiple elements
for performance enhancement, such as a vector database for retrieval-augmented generation for knowledge-
grounded outputs, thus improving accuracy, following the model of Pinecone’s integration with Notion AI [62],
or the integration of a memory component, which maintains context across sessions.

All layers: The authors propose two elements that cover the entire continuum and span over all four layers.
The monitoring component proposes collecting performance metrics (e.g., latency, throughput), and user
feedback. The guardrail component ensures security and privacy, ensuring law-compliance over all the layers;
however, this component is still blurry, without a detailed description in the paper.

1https://dl.acm.org/action/doSearch?AllField=reference%20architecture%20llm%20systems
2https://scholar.google.com/scholar?hl=en&as_sdt=0,5&q=reference+architecture+llm+systems
3https://dblp.org/search?q=reference%20architecture%20llm%20systems
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TABLE I
ARCHITECTURAL CONCERNS

Concern Description
LLM integra-
tion

Incorporating LLMs into software systems involves exposing
their capabilities as reusable services.

Data handling LLMs require efficient data pipelines and handling of structured
and unstructured data.

User
interaction

Interfaces should provide seamless access while abstracting com-
plexity.

Performance Minimizing latency during inference while maintaining accuracy.
Scalability Handle increasing loads (e.g., concurrent queries, larger datasets).
Security Protecting against threats like unauthorized access, malicious

prompts, and data breaches.
Privacy and
compliance

Adherence to data privacy regulations (e.g., GDPR, EU AI Act).

Modularity Breaking down LLMs functionalities into reusable components.
Customizability Customizing LLMs for domain-specific tasks through prompt

engineering or retrieval-based methods.
Interoperability Ensuring seamless integration of LLMs with existing tools,

databases, and APIs.
Fairness Addressing biases to ensure equitable and ethical usage.

architectures using caching, parallelization, and hardware ac-
celeration, as demonstrated by HuggingFace’s Transformers
library [25], ensure low-latency inference and efficient re-
source utilization. Scalability addresses the challenges of large
model sizes and high concurrent query volumes. Solutions like
OpenAI’s GPT-4 [3] APIs use distributed clusters and hori-
zontal scaling to manage millions of daily requests, ensuring
robust performance under load. User interaction focuses on
seamless, intuitive interfaces that abstract LLM complexity
while providing mechanisms for feedback and control over
probabilistic outputs. Microsoft’s GitHub Copilot exemplifies
this through its integration with IDEs, enhancing usability
and developer productivity. Security and privacy are essential
to safeguard against threats such as unauthorized access,
malicious prompts, and data breaches. Measures like input
validation, encryption, and secure deployment pipelines are
critical, with OWASP highlighting risks like prompt injection.
Federated learning, as used by Google on Android devices,
ensures compliance with privacy regulations like GDPR by
minimizing data exposure. Modularity simplifies updates and
enhances scalability by breaking LLM functionalities into
reusable components. AWS Sagemaker exemplifies this with
modular deployments of preprocessing and inference com-
ponents, enabling flexible system maintenance and scaling.
Customizability supports domain-specific adaptations without
disrupting core architecture through methods like prompt
engineering and fine-tuning. OpenAI’s GPT fine-tuning API
allows tailoring models for use cases such as customer support
and legal text generation. Interoperability ensures seamless
integration with existing tools, databases, and APIs, avoiding
adoption barriers. Salesforce’s Einstein GPT demonstrates
this by using adapters to interact smoothly with CRMs and
workflows. Fairness focuses on mitigating biases to ensure
equitable and ethical usage. Google’s AI ethics team addresses
this through bias detection and mitigation strategies during
model training, promoting fairness and inclusivity.

III. PROPOSED SOFTWARE REFERENCE ARCHITECTURE

In this section, we present the preliminary functional soft-
ware reference architecture (RA) for LLM-integrated systems.
Following Garces et al. [12], preliminary indicates that the RA
synthesizes insights from existing systems while proposing

generalized principles for future design. Based on Behere
and Törngren [6], functional emphasizes a black-box view
of the system, detailing entities and interactions. This aligns
with the functional view in ISO/IEC/IEEE 42010:2022, which
standardizes the architectural description of software-intensive
systems [15].
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Fig. 1. Preliminary functional software RA for LLMs-integrated Systems

Figure 1 shows the RA, organized into four layers: Pre-
sentation, Application logic, LLM integration, and Data man-
agement, represented by dotted black lines. Each layer con-
tains functional components (grey boxes) and optional sub-
components (white boxes), representing example functional-
ities with ellipses indicating possible extensions. Two side-
cars—Monitoring and Guardrail—span multiple layers. Con-
nections are shown with directional arrows, and overlapping
connections are marked by black-bordered white circles for
clarity. Each component operates as an independent service to
enable modular updates and scaling of LLM functionalities.

The Presentation layer facilitates user interaction and visu-
alization, acting as the entry point for external systems and
users. It includes a UI component for interfaces like web
apps, mobile applications, and chatbots, such as ChatGPT’s
web interface. The Connector bridges LLMs with external
services, supporting real-time streams (e.g., WebSocket) and
third-party integrations, such as Slack’s integration with Chat-
GPT for task management. The Middleware handles request
validation, transformation, and logging, maintaining conver-
sational context similar to OpenAI’s Session Management
Layer. Communication within this layer typically uses secured
HTTP/HTTPS or GraphQL, while event-driven middleware
ensures responsive interactions. The Application logic layer
manages task and data flow within the system. Its core com-
ponent, the Orchestrator, dynamically determines workflows
based on user inputs, such as summarization or translation.
For example, Jasper AI’s Content Workflow demonstrates this
functionality. The Orchestrator supports asynchronous, event-
driven workflows to ensure efficient execution and scalability.

Figure 2.1: Existing reference architecture for LLM-integrated ecosystems, from [62].

Advantages of this RA: Bucaioni et al.’s architecture employs layered interoperability, rather than a strict
stack, which allows for both vertical flow (layers (i)-(iv)) and horizontal flow, with monitoring and guardrail
elements covering each layer. This RA allows for modularity through a high-level approach, while maintaining
end-to-end workflow cohesion.

Weak points: While Bucaioni et al. propose a valid, community-wide recognized, and thus peer-reviewed,
reference architecture, we argue this RA exhibits two critical gaps, making it insufficient for abstracting
inference of LLM ecosystems operating across the Compute Continuum. While these elements don’t invalidate
the correctness of the RA proposed by Bucaioni et al., it makes the RA insufficient for the scope of our work.

G1: High homogeneity: We argue this reference architecture proposes a too-high degree of homogeneity,
especially in the memory systems and computing infrastructure. The reference architecture contains an In-
teraction memory component, which, however, fails to reflect the real-world degree of heterogeneity, especially
hierarchical layers of the memory component. Furthermore, the computing infrastructure is disregarded from
this architecture, making it unclear where the heavyweight computation is connected to.

G2: Blurry memory component: While this reference architecture abstracts (some of) the components of the
LLM ecosystems under inference workload, it fails to provide an in-depth model of the memory component,
which, in reality, is highly hierarchical, and contains elements which can impact performance by orders
of magnitude. One such component, the KV-Caching system (background provided in Section 2.5), is a
key component of nowadays massive-scale LLM ecosystems, and a main focus of this paper. The reference
architecture proposed by Bucaioni et al., fails to present how the KV-Caching system is integrated with the
memory hierarchy and with the Compute Continuum of the system
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3. Multi-access Edge Computing: Previously known as mo-
bile edge computing [36], MEC is concerned with augmenting
cellular and wireless infrastructure (4G, 5G) with computing
capacity to process user data from multiple endpoints close
to users instead of in the cloud [23], [37]. Contrary to
edge computing, where edge devices are owned by users or
cloud providers, edge devices in MEC are exclusively owned
by network providers and standardized under the European
Telecommunications Standards Institute (ETSI).
4. Fog Computing extends cloud services to edge to accel-
erate former cloud-only applications by leveraging the edge’s
low latency to endpoints [5], [38]. Fog computing leverages
multiple hierarchical edge clusters: From resource-constrained
devices near users to micro data centers near the cloud,
providing a trade-off between compute capacity and network
latency. Offloading services to micro data centers is the focus
of cloudlet computing, a precursor of fog computing [17].
5. Mobile Cloud Computing: Endpoints offload compute
tasks and related data for workloads without strict latency
constraints directly to the cloud to benefit from the cloud’s
cheaper and more stable resources [25]. Even selected latency-
constrained applications can directly offload to the cloud as
the average latency between cloud and endpoint is decreasing
due to better networking infrastructure and more cloud data
centers [39]. Mobile grid computing is a precursor of mobile
cloud computing, leveraging grids instead of clouds [40].
In situ computing explicitly focuses on preprocessing data
on endpoint devices before offloading to reduce network
load [41]. Osmotic computing combines mobile cloud com-
puting and edge computing, advocating for a dynamic and
seamless offloading process to cloud or edge [22], [42].

C. A Case for the Unification

In the past sections, we have synthesized key characteristics
(what a developer should know) and identified how existing
computing models provide (or lack) guidelines for these key
characteristics for compute continuum workloads. Based on
this discussion, we make a case for the unification of different
computing models based on three primary arguments. First,
finding a suitable model now requires comparing requirements
from a particular workload to the features provided by the five
models (Table I) and selecting the best fit. This approach of
considering each model in isolation offers a restricted view of
the task offloading design space. For example, data processing
applications may require computing services in the edge and
storage services in the cloud [7]: Edge computing offers the
former, and mobile cloud computing offers the latter, but no
computing model explicitly offers these services combined.
This shows that choosing an existing computing model with
fixed characteristics for a particular workload deployment has
major limitations that create silos of knowledge, and hence,
confusion for users. Second, computing models often only
focus on compute/task management-related responsibilities.
However, in practice, data and runtime state management and
resource allocation with multi-workload/tenant situations are
equally important [13]. For example, mist computing gives
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Fig. 2. Reference architecture for the compute continuum. The computing
models are mapped to the parts of the architecture relevant to them.

guidelines regarding how to establish and push computation in
a P2P network of endpoint devices but provides little guidance
on how data sharing is done. Lastly, providing end-to-end
data provenance and privacy properties is challenging without
building an end-to-end view of the workload. For example, in
multi-access edge computing, where network providers own a
part of the infrastructure and resources (not the workload de-
velopers), it would necessitate cooperation with the providers
to ensure a secure resource allocation and isolated execution,
a property challenging even in cloud computing [43], [44].

To close the knowledge gaps, in this work, we propose to
take an ab initio approach for designing a unified continuum
computing model and an associated unified reference archi-
tecture in the next section.

III. THE SPEC-RG COMPUTE CONTINUUM
REFERENCE ARCHITECTURE

Having made a case for a unified computing model, we
present our unified reference architecture for the compute
continuum in Figure 2. A computing model typically has a
reference architecture that describes the components a com-
puting model operates on and the interactions between these
components. All five selected models have reference archi-
tectures, with the most prominent architectures listed in §VI.
The goal of building a unified reference architecture is to ab-
stract away the specifications of the underlying hardware and
peculiarities of specific workloads and discuss more broadly
the foundational building blocks of the compute continuum
regarding compute, data, and resource management.

A. Overview and Design Process

Overview: The SPEC-RG reference architecture consists of
three tiers of systems: cloud, edge, and endpoint, with their
associated components and responsibilities, as shown in Fig-
ure 2. The three-tier system is taken from the developer’s
view of compute offloading and data processing: endpoint
devices are the last connected components in the architecture
that create data streams for long-term storage and processing
in cloud data centers, located at the top of the architecture,

Figure 2.2: Reference architecture for the Compute
Continuum taken from [16].
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Fig. 3. Deep learning architecture. Examples include Neurosurgeon [19],
Once for all [61], Videostorm [62], Chameleon [63], and Mainstream [64]

While model inference is much less compute and storage
intensive than model training, it still requires the use of
specialized deep learning frameworks like Neurosurgeon [19]
(P3) and models like MobileNet [65] to be deployable on
constrained edge or endpoint devices. These specialized frame-
works and models present a complex trade-off between re-
sponse time and model accuracy: By lowering the compute
and storage requirements for model inference, model accuracy
drops, but the application can be deployed on constrained
devices close to the user, lowering the response time to
the user. For recommender systems, real-time user feedback
may be required, so response time is preferred above model
accuracy, while for video analytics the opposite may apply.

Industrial IoT: In IIoT, endpoint devices generate large
amounts of data that often need to be processed in real-time,
with strict requirements for privacy and durability [66]. These
endpoints are connected to Programmable Logic Controllers
(PLCs, component P2 in Figure 4); these are control systems
for local control without support for advanced processing due
to resource limitations. Thus, offloading to remote devices over
a fieldbus or via wireless communication is required (P3).

As many industry deployments include a vast amount of
sensors and actuators, processing and storing large amounts of
generated data requires extensive resources. Therefore, public
cloud offerings like AWS IoT and Bosch IoT suite (C2) can
be a good fit for many deployments [66]. However, reliable
real-time processing guarantees may be broken if the network
infrastructure between the endpoints and cloud can not support
the large data streams. Moreover, offloading sensitive data to
third parties may introduce security and privacy concerns. On-
premise cloud devices are therefore often used in IIoT de-
ployments, delivering more stable performance by eliminating
possible connectivity issues to remote clouds and guaranteeing
data privacy. In addition to clouds, edge gateways (E5) can be
used to offer prompt response time and increased security.

In conclusion, with the example architectures for deep
learning and IIoT we show that our uniform architecture helps
developers and infrastructure providers navigate the compute
continuum without being restricted to hardware and software
solutions from a single computing model, but can freely
combine solutions instead.
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IV. DEPLOYMENT AND BENCHMARKING FRAMEWORK

In the design of our reference architecture, we showed
that by changing the implementation of components in our
architecture, we can create deployments for any task offloading
computing model. To demonstrate this mechanic in practice,
we present Continuum, an infrastructure deployment and
benchmarking framework for the compute continuum in this
section and an accompanying analytical model in §V. The
combination between infrastructure deployment and bench-
marking, both highly configurable through a list of parameters,
allows us to perform a systematic quantitative exploration
of the compute continuum deployment space by performing
performance analysis on architecture components. We attempt
to answer three fundamental questions here:

1) First, does our framework allow exploring different com-
plex deployments in the compute continuum? We explore
different computing models in the framework using a
few lines of changes in the configuration setup with pa-
rameters derived directly from the reference architecture
(Table II and example Listing 1)).

2) Secondly, how can our framework help explore design
trade-offs? Using the framework, we provide a break-
down of end-to-end latency (compute, communication)
with an aggregation factor for various cloud, edge, and
endpoint offload targets (Figures 6 and 7).

3) Lastly, does the analytical model provide exploratory
guidelines in line with the empirical evaluation? We
explain our first-order analytical model, corroborate its
predictions with empirical evaluations, and show its of-
floading guidelines as a heatmap (Figure 8).

The framework and model are open-sourced and available
at https://github.com/atlarge-research/continuum.

A. Framework Design and Interaction

Performing experiments in the continuum is challenging
due to the wide range of networks and hardware available
(Figure 1). Currently, no physical infrastructure is available
that allows the exploration of all task offloading computing
models and related deployments, only a selection [70]. As
an alternative, devices and networks can be virtualized to

Figure 2.3: Deep learning architecture applied on the
reference architecture proposed and taken from [16].

2.4.2 The Compute Continuum

Jansen et al. [16] propose a three-tier reference architecture of a Compute Continuum, as depicted in
Figure 2.2, comprising cloud, edge, and endpoint, and addressing the fragmentation of 17 existing computing
models, via systematic synthesis of common characteristics and design patterns, following the community-
vetted AtLarge Design Process [14].

Overview: Jansen et al. have a five-fold contribution, out of which contributions (ii) and (iii) are highly
representative for this work. In [16], the authors: (i) conduct a literature survey on computing models,
synthesize properties, and identify opportunities for unification; (ii) propose a unified reference architecture,
the first in the community to consider the entire edge-cloud Compute Continuum; (iii) synthesize two domain-
specific architectures, one for deep learning, illustrated in Figure 2.3, highly relevant for the scope of our work,
and one for industrial IoT; (iv) offer an open-source workload deployment and benchmarking framework; (v)
formulate analytical performance models for exploring workload deployment scenarios in the continuum.

The authors propose the SPEG-RG reference architecture illustrated in Figure 2.2. The architecture com-
prises three tiers of systems: cloud, edge, and endpoint, where each component is further expanded in
§III [16].

Endpoints are “the last hop of processing and connectivity to users” [16], typically single-tenant [82], re-
source and energy-constrained (e.g., smartphones, cameras, sensors), with four main responsibilities: (P1)
pre-processing data before pushing to the edge and cloud servers, (P2) running user-defined logic to process
incoming data and make decisions, (P3) OS-level resource managers and multiplexers for workload manage-
ment, and (P4) the physical computing available to the operating systems (e.g., processing units, memory,
network, storage).

Edge and cloud are presented as sharing the same high-level design, both able to run multi-tenant workloads
on shared infrastructure [16]. Edge and cloud mainly differ by the resources and energy constraints, where
cloud operates at a higher scale. Unlike cloud and uniquely at the edge, there should be support for application
offloading both vertically (cloud to edge and back) and horizontally (from one edge system to another) [16, 83].
The authors propose five elements in the edge and cloud: (E1) Applications are the first step from endpoint to
cloud and are in the best position to make decisions regarding placements, offloading, scheduling, or conduct
other user-defined decision-making processes, towards meeting workload-specific objectives, (E2) the backend
represents more general-purpose application execution frameworks, usually light(er)weight in the edge than in
the cloud, (E3) Resource Managers manage systems’ application-independent physical and virtual resources,
such as virtual machines and containers, (E4) Operating services are described as providing ”support to
build distributed applications, and their responsibilities include (but are not limited to) communication,
metadata management, consensus services, monitoring, storage services, etc.” [16], and (E5), similarly to
endpoints, yet at orders-of-magnitude higher scale, infrastructure contains compute, memory, networking,
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Figure 1: Architecture evolution: from ”foundation-model-as-a-connector” to ”foundation-model-as-a-monolithic-
architecture”.

and outputs align with human goals and fulfill trustworthiness criteria. Third, the potential AI/AGI misuse poses a
considerable challenge, which requires continuous risk assessment to ensure the instructions for the FM-based systems
set by humans are responsible and safe.

There is an urgent need for concrete system-level guidance to design responsible FM-based systems. In this paper,
we first discuss the potential architecture evolution of AI systems in the era of FMs and highlight the key quality
attributes necessary for the design of responsible and safe FM-based systems. We then identify the major decision
making points when designing FM-based systems. Finally, we propose a pattern-oriented reference architecture, which
provides a responsible-AI-by-design architectural template for designing FM-based systems and considers the evolution
of architecture to ensure adaptability over time.

2 Architecture evolution of AI systems

FMs are designed to provide a wide range of comprehensive capabilities that can be applied to various tasks, rather than
being limited to specific functionalities [1]. One key challenge that the architecture design of FM-based systems faces
is that FMs could eventually absorb functionalities and tools that were originally external components. While these
components may exist for a while, they can become short-lived and eventually get integrated into the FM, resulting in a
single, monolithic blob at the center of the architecture. As illustrated in Fig.1, the architecture evolution of AI systems
can be divided into three stages:

• Architecture now: many narrow AI models + many non-AI components. The current architecture of AI
systems usually comprises narrow models focusing on specific tasks and non-AI components. These narrow
models and non-AI components co-exist within the architecture of the AI systems and interact with each
other to enable the systems to function properly. The narrow models are responsible for processing data and
making inference, while the non-AI components are responsible for tasks such as user interface, data storage,
interaction with other systems.

• Architecture in 5 years - FM-as-a-connector: 1 FM + fewer narrow models + many non-AI components.
In this architecture, the FM acts as a connector between external components, i.e., narrow models or non-AI
components. The FM can provide four types of connector services [3]:

– FM-as-a-communication-connector: enabling the transfers of data between software components, e.g.,
extracting the task description from the user prompt and transferring to other components for further
processing.

– FM-as-a-coordination-connector: planing a workflow and coordinating task execution through various
software components.

– FM-as-a-conversion-connector: functioning as an interface adapter for software components that use
different data formats to communicate with each other, e.g. parse the task into machine-readable template
for executing by an AI model.

– FM-as-a-facilitation-connector: facilitating the interactions between components, e.g., creating logs or
deciding the invocation of local models.

2

Figure 2.4: From “foundation-model-as-a-connector” to “foundation-model-as-a-monolithic-architecture,”
taken from [61].

and storage resources; however, unlike endpoints, infrastructure contains resources split into physical and
virtual resources.

Deep Learning architecture mapped to the Compute Continuum: Jansen et al. create architectures
for deep learning and industrial IoT; we regard the architecture of deep learning systems as highly aligned
with the scope of this research and further provide background. In Figure 2.3, we illustrate the deep learning
architecture proposed in §III, [16]. As the authors mention, an important trend for deep learning in the
continuum is that model training and inference tasks are split across all the tiers of devices (i.e., endpoint,
edge, cloud).

Advantages of this RA: The SPEC-RG reference architecture poses several advantages. This is the first
peer-reviewed RA in the community to consider the entire edge-cloud Compute Continuum and further syn-
thesize the proposals in a unitary architecture, thus leveraging previously fragmented computing models
under a cohesive framework. Furthermore, this RA proves its validity through systematic research method-
ology and evaluation, following state-of-the-art AtLarge Design Process [14]. Lastly, the authors contribute
to open science by providing an engineered prototype of an open-source framework, released as open-source.

Weak points: While comprehensive and, at present, regarded as the state-of-the-art for the computer
(eco)systems community, this reference architecture exhibits some limitations in regards to the scope of this
work, limitations which, however, do not undermine the validity of the Compute Continuum. The RA focuses
primarily on a higher-level design, yet does not present technical depth on how real-world large-scale, highly
heterogeneous systems would map to this architecture (e.g., highly distributed LLM ecosystems). Further-
more, the RA proposed by Jansen et al. presents a high-level abstraction of e.g., Application components
(P1, E1, C1), which, in this work, alongside other components, we expand and detail.

2.4.3 RA for Foundation Model Based Systems

Lu et al. identify a broad consensus that ”foundational models will be the fundamental building blocks
for future AI systems” [61]; however, there is a lack fo systematic guidance on the architecture design.
The authors present an architecture evolution of AI systems (Figure 2.4), then propose a pattern-oriented
reference architecture for designing responsible foundation-model-based systems.

Overview: In this section, we detail Figure 2.4, as Lu et al. present architectures in three time periods. The
authors identify the architecture now as containing ”many narrow AI models and many non-AI components”,
yet this is prone to change over the next decade. The predicted transition in the next five years regards
foundational models (FM) as a connector, with one FM, a few narrow models, and many non-AI components.

The authors envision two evolution alternatives of LLM FMs within the next 10 years. Alternative one
proposes a chain of FMs and only a few non-AI components, an alternative in which most of the software
components could be absorbed into the FMs, chained together, without requiring additional training or fine-
tuning. Those FMs would be connected via APIs, with external non-AI components that offer additional
functionalities (e.g., robotic systems or web search engines). Alternative two proposes one ultra-large FM and
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only a few non-AI components, following a monolithic architecture. The ultra-large FM would be unitary,
massive, and capable of performing a variety of tasks by incorporating different types of tasks, from searching,
reasoning, self-inputting (self-prompt engineering), and outputting in various shapes and forms. The non-AI
component may include context engineering components (e.g., multimodal context injection), prompt engi-
neering components (e.g., AI-powered prompt optimizer), and responsible AI components, ensuring privacy,
security, and a continuous risk assessment.

2.5 The Main Components of the LLM Inference Ecosystem –
Self-Attention Mechanism and KV-caching

”Attention is all you need” [10]. In 2017, Vaswani et al. proposed the Transformer, ”a model architecture
eschewing recurrent and instead relying entirely on an attention mechanism”, a state-of-the-art approach
allowing better parallelization, with a working prototype trained for a limited time on limited resources
[10]. With approximately 180,000 citations as of 2025, this work revolutionized sequence modeling by re-
placing recurrence with self-attention, a pivotal contribution in enabling parallelized training and inference
towards high throughput and low latency. Although this paper does not explicitly introduce KV-caching,
the authors adopt an autoregressive approach involving Key and Vvalue matrices across time steps to avoid
recomputation.

Zhang et al. introduce LLMs as ”autoregressive models that generate tokens iteratively, one at a time”, with
the inference engine storing ”KV caches-intermediate tensors produced by attention layers.” ”The computation
of a new token depends on interactions between its embedding and the previously stored intermediate KV cache
tensors [2]”.

HuggingFace presents KV as follows: KV vectors are used to calculate attention scores; KV scores are
calculated depending on the previous tokens [84]. However, this means that ”each prediction depends on
the previous tokens”, which is equivalent to the model performing ”the same computation each time” [84].
The key-value (KV) vectors are used to calculate attention scores. For autoregressive models, KV scores
are calculated every time because the model predicts one token at a time. Each prediction depends on the
previous tokens, which means the model performs the same computations each time.

2.5.1 Self-Attention Mechanism

To better comprehend KV-Caching, we first focus on the self-attention mechanism. Vaswani et al. describe
an attention function as ”mapping a query and a set of key-value pairs to an output, where the query,
keys, values, and output are all vectors. The output is computed as a weighted sum of the values, where a
compatibility function of the query with the corresponding key computes the weight assigned to each value.”
They propose the following equation, a standard in the nowadays community:

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (2.1)

where Q is the query token for which the model is computing attention, K represents all tokens (keys) in the sequences

used to determine the relevance to the query, V contains the information to be aggregated (v)alues, weighted by the

attention scores, and dk denotes the dimension of the key vectors.

Inputs: Q, K, V are each matrices derived from the input embeddings (i.e., the previous layer outputs) via
the learned linear transformation. Considering the input sequence of length n and hidden size d, Q and K
have the shape of (n, dk), and V has the shape (n, dv).

Outputs: The attention function outputs a matrix of shape (n, dv), where each row is a contextually weighted
sum of the value vectors and corresponds to each input position. The attention weights can be interpreted
as how much each input token attends to every other token [85].
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Figure 2.5: LLMs predicting without KV-Caching. O(n2) time complexity.
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Figure 2.6: LLMs predicting with KV-Caching. O(n) time complexity.

In Figure 2.5, we present an example of an LLM predicting without KV-Caching. For the sake of simplicity,
we illustrate a scenario where the LLM contains a short, visually comprehensive sequence.

In the left part of Figure 2.5, the LLM contains the sequence ”the quick brown”, where each word is a stored
token. We generate one word at a time, following the mechanism employed by autoregressive encoding.
The K and V matrices contain information about the entire sequence, while the query vector Q contains
information only about the last token (i.e., ”fox”).

In the right part of Figure 2.5, the LLM contains the sequence of ”the quick brown fox” and predicts the
fifth token. We observe that matrices K and V don’t change much, but rather receive an additional column
and row for each additional token. However, the model still needs to perform the heavy, yet redundant,
computational work of computing the key and value vectors for each word.

This approach results in O(n2) time complexity for total generation, where n represents the number of tokens
per input. While, in this example simplified for visual comprehension, O(n2) is not computationally heavy,
the absence of KV-Caching quickly increases the number of computations needed for predicting large phrases.

2.5.2 Key-Value Caching

A KV-Cache stores the calculations from Section 2.5.1 so they can be reused without recomputing them. Ef-
ficient caching is crucial for optimizing model performance because it reduces computation time and improves
response rates [84].

The KV-Caching proposes a simple, yet powerful technique: when the model reads a new token, it generates
the query vector (Q), similarly to the approach presented in Section 2.5.1, yet the system caches the values
already computed for the previous tokens to reduce redundancy and multiple calculations for each token.
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Instead, the model only computes a new column and a new row for the key-value matrix.

In Figure 2.6, we illustrate the KV-Caching approach, using the same example as in Figure 2.5. With this
design, for the sequence ”The quick brown”, the memory holds two 3-by-3 matrices, one for keys, one for
values, and a query vector, similarly to the no-KV-approach. However, when predicting the fourth token,
”fox”, the system computes only one new column for the key matrix and one new row for the value matrix,
instead of recomputing the entire matrix.

2.5.3 KV-Caching and GPU-memory

The cached key and value matrices (i.e., K and V, from Figure 2.6) need to be stored in the GPU’s memory,
such that the already-computed matrices can be reused when predicting the next token, thus preventing the
otherwise redundant computation introduced by the no-KV alternative.

The KV-Cache memory usage can be computed with the formula:

memory = 2 × L×H × d×N × sizeof(type) (2.2)

where L is the number of transformer layers in the model, H is the number of attention heads, d is the dimension per

head, N is the number of tokens in the sequence, and sizeof(type) represents the size of the data type in bytes (e.g.,

float16 represents 2 bytes, float32 4 bytes). The factor of 2 represents storing two matrices, one for keys and one for

values.

Bai Li, through Efficient NLP [86], computes the memory needed for OPT-30B [87], a 30-billion-parameter
model, a small to medium-sized model. OTP-30B runs inference in 16 bits (i.e., 2 bytes), contains 48 layers,
and has 7168 dimensions. In this example, Bai proposed a sequence length of 1024 tokens and a batch size
of 128.

memorykv = 2 × L×H × d×N × sizeof(type) (2.3)

memorykv = 2 × 48 × 128 × 7168 × 1024 × 2 (2.4)

memorykv = 176, 160, 768B ≈ 176GB (2.5)

memorymodel = 2 × 30B = 60GB (2.6)

We thus observe that KV-Caches use 2.9x more memory than the model itself, a common effect for inference
scenarios of LLMs, where the KV-Caching is a dominant factor [64, 2, 86]. However, thanks to KV-Caching,
the time complexity decreases from O(n2) to O(n) since the KV-Caching approach prevents the redundant
recomputation of previous token scores, and caches these computations instead.

2.6 An Emerging Concern: Modelling CO2 Emissions

Niewenhuis et al. proposed FootPrinter, a “first-of-its-kind tool that supports datacenter designers and oper-
ators in assessing the environmental impact of their datacenter” [70]. As part of their research, engineering,
and evaluation, matching the state-of-the-art AtLarge Design Process [14], the authors proposed and inte-
grated into OpenDC a model able to predict the CO2 emissions of ICT infrastructure under workload.

FootPrinter simulation process leveragies the energy module of OpenDC, which simulates the amount of
power draw and energy usage for infrastructure under workloads. Then, using the FootPrinter module, the
simulator computes the amount of CO2 emissions based on the carbon intensity at the time and the power
draw at the time

Niewenhuis et al. calibrated the researched CO2-emissions model with data from the ENTSO-E Transparency
Platform [88]. The efforts have been concertized in a research paper, part of a top-tier conference, which hence
confirms the validity of the research methodology, and accuracy and validity of the designed and engineered
tool.
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2.7 Community Agreement on What to Measure: Metrics

In this section, we present metrics stakeholders use to quantify datacenter sustainability and efficiency, and
metrics the community uses to quantify simulation accuracy. In Section 2.7.1, we present metrics that
quantify the energy efficiency of ICT infrastructure and emphasize the need for efficient ICT operation. In
Section 2.7.2, we present carbon metrics which we use to simulate and quantify the sustainability of LLM
ecosystems. In Section 2.7.3 we present metrics, such as throughput and latency, which we use to quantify
performance of LLM ecosystems. In Section 2.7.4 we present metrics we use to quantify system’s financial
and sustainability efficiency. In Section 2.7.5, we present the Mean Absolute Percentage Error (MAPE)
ratio, a widely used metric to quantify the accuracy of simulation models and divergence with real-world
measurements.

2.7.1 Metrics on quantifying the energy effectiveness of the systems

Designing, building, operating, and expanding energy-efficient datacenters is becoming an increasingly con-
cerning challenge for our increasingly digitalized society. The wide adoption of LLM ecosystems deepens the
gap between LLM needs and hardware efficiency, which results in high energy usage. To quantify the efficiency
of existing ICT infrastructure, we identify Power Usage Effectiveness (PUE) and Datacenter Performance
Efficiency (DCPE) as core metrics.

2.7.1.1 Power Usage Effectiveness (PUE)

Introduced in 2006 by Malone et al. [89, 81], Power Usage Effectiveness (PUE) is an end-user tool consisting
of a metric “for understanding how well a datacenter is delivering energy to its information technology
equipment” [90]. PUE is the ratio of the total energy and the energy that is used for the actual computation.

PUE =
ET

EIT
(2.7)

where ET denotes the total energy used by the datacenter and EIT denotes the energy used by the IT compo-
nents of the datacenter.

Equation (2.7) [90] provides a high-level mathematical equation to compute the Power Usage Effectiveness
factor of an ICT infrastructure. PUE can take values between a minimum of 1.0 and an infinite maximum.
Lower values of PUE are better, and the aim is to get as close to 1.0 as possible. A PUE of 1.0 means that
the IT equipment uses all the energy received by the datacenter, yet it is impossible to achieve due to the
laws of physics.

The Climate Neutral Data Centre Pact [91] mandates that, by 2030, all datacenters must meet the PUE
target of 1.3 in cool climates and 1.4 in warm climates. [91]. Although significant improvements in PUE
occurred, from an average of 2.6 in 2007 to 1.6 in 2015, the decline has stagnated in recent years (Figure 2.7),
while the overall energy usage is alarmingly increasing [70]. Although Google achieved an average annual
PUE of 1.1 in 2023 [92], and BTDC (Sweden) set a PUE record of 1.014 in 2021 [93, 94], the global average
PUE remains worryingly high, at 1.58 in 2023 [95]. Besides environmental concerns, the sharp increase in
energy prices in 2022 has a significant economic impact on administrators of datacenters with a bad (high)
PUE factor [69, 48].

To transpose the numbers above to real examples, we will consider a hyperscale datacenter, which aims to
improve the average annual PUE. In our hypothesis, we consider the annual PUE of the datacenter equal to
1.58, denoted as x1. This value represents the average PUE of datacenters worldwide in 2023 [95]. To meet
and improve beyond the Pact-mandated metrics, the administrators want to improve and achieve an average
annual PUE of 1.25 (i.e., the target PUE), denoted as x2. We assume that the datacenter consumes 100 GWh
per year (i.e., total facility energy) and is denoted as y. We denote the energy used for computation (i.e., IT
Equipment Energy) as z1, for the current PUE, and as z2, for the target PUE. We assume the average price
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Figure 2.7: PUE Evolution Between 2007 and 2023 [95].

per GWh is approximately €350,000 (i.e., the average price per GWh in 2024, in the Netherlands [96]), and
denote as p.

p ≈ 350, 000EUR (approx. price per GWh, Netherlands, 2024 [96]) (2.8)

x1 = 1.58 (current PUE of the datacenter) (2.9)

x2 = 1.25 (target PUE of the datacenter) (2.10)

y = 100GWh (total yearly consumption) (2.11)

z1 =
y

x1
≈ 63.29GWh (IT components yearly consumption with the x1) (2.12)

z2 =
y

x2
= 80.00GWh (IT components yearly consumption with the x2) (2.13)

i =
|z1 − z2|

z2
≈ |x1 − x2|

x2
≈ 20.89% (energy saved) (2.14)

∆z ≈ z2 − z1 ≈ 16.71GWh (energy saved yearly) (2.15)

∆p ≈ ∆z · p ≈ 5, 848, 500EUR (money saved yearly) (2.16)

Under the aforementioned hypothesis, we identify a 20.89% improvement in energy consumption, resulting
in approximately 16.71 GWh saved per year, equivalent to savings of approximately 5,848,500 EUR.

2.7.1.2 Datacenter Performance Efficiency (DCPE)

Derived from PUE, Datacenter Performance Efficiency (DCPE), also referred to as Compute Power Efficiency
(CPE), is a metric used to measure the computational efficiency of datacenters. DCPE was introduced by
Malone et al. and used to capture the fraction of energy used for computation.

DCPE =
UIT

P
=

UIT · EIT

ET
(2.17)
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UIT is the IT Equipment Utilization, P is PUE, EIT is the energy used by the IT components of the data-
center, ET is the total energy used by the datacenter.

We observe that even slight changes in the Power Usage Effectiveness metrics significantly impact the dat-
acenter Performance Efficiency factor. To illustrate this, we use the example of the hyperscale datacenter
presented in Section 2.7.1.1. We analyze the increase in the DCPE factor between the PUE of x1 = 1.58 and
x2 = 1.25. We determine a 26.98% improvement in the DCPE factor.

UIT (IT Equipemnt Utilization) (2.18)

d1 =
UIT

x1
=

1

1.58
= 0.63 (DCPE for PUE of x1 = 1.58) (2.19)

d2 =
UIT

x2
=

1

1.25
= 0.80 (DCPE for PUE of x2 = 1.25) (2.20)

pi =
|d1 − d2|

d1
= 26.98% (Performance Improvement) (2.21)

2.7.2 Metrics on quantifying CO2 footprint of the system

PUE is an excellent metric to quantify ICT infrastructure’s performance and energy efficiency. However,
PUE does not consider the energy efficiency of applications and workloads [97] and overlooks the type of
energy used [70]. While there is a correlation between a datacenter’s power draw (i.e., the energy consumed)
and the CO2 emissions, several other factors influence the amount of CO2 emitted. Determining the CO2
footprint of the datacenter under a specific workload is an environment-critical, yet not trivial, challenge.
Many datacenters use energy from the grid, generated through various sources, with various environmental
impacts (e.g., solar, wind, coal). In some cases, energy used from renewable sources, such as wind or solar,
can emit up to 20x less CO2 compared to traditional energy sources, such as coal [70, 8].

Niewenhuis et al. presents two types of CO2 emissions in the datacenters: i) the embodied carbon footprint
and ii) the operational carbon footprint. Embodied carbon denotes the manufacturing and production results
emissions. Operational Carbon Footprint is the CO2 emissions caused by energy usage during datacenter
operations. This work proposes a simulation-based solution to alleviating the concerning and deepening
environmental problem of CO2 emissions, focusing on the operational carbon footprint [70].

2.7.2.1 Carbon Intensity

The Carbon Intensity of an energy source defines the amount of CO2 emitted per unit of energy used [70].
The measurement unit in the international system is [gCO2/kWh]S.I.. Datacenters utilize energy from the
grid [70]; the energy is often provided by multiple sources with distinct Carbon Intensities [70]. Therefore,
the Carbon Intensity of the grid is calculated by adding up the Carbon Intensity of each source, proportional
to the amount of energy consumed (Equation 2.22).

CIg =
∑
s∈S

CIs ·
Es

Eg
[gCO2/kWh]S.I. (2.22)

where CIg is the Carbon Intensity of the grid, CIs is the Carbon Intensity of the source, Es is the energy
from a specific source, Eg is the total grid consumption, s is the selected source, S the set of all available
energy sources [70].

2.7.2.2 Carbon Emissions

The Carbon Emissions of the grid fluctuate depending on the geographical location (Figure 2.8), time of the
day (Figure 2.9), temperature, weather conditions, et cetera. The amount of green energy delivered peaks
during the day, while during the night, energy from ”grey” sources (e.g., coal) is predominantly used [98].
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Figure 5: The Carbon emission of a workload over time,
determined using FootPrinter. Graph 5A shows the power
draw over time. Graph 5B shows the carbon intensity of the
grid during the workload. Graph 5C combines the two other
graphs, showing the carbon emission during the workload.

5 EXPERIMENTS
This section demonstrates how FootPrinter can be used in di�erent
use cases from section 3. The accuracy of FootPrinter is validated
by comparing it to an empirically measured energy usage trace.

5.1 Operational Carbon Footprint
We use FootPrinter to determine the operational carbon footprint of
a data center (UC-Footprint). To illustrate the process, we simulate
a workload trace gathered from the SURF Lisa9 cluster, an HPC
data center in the Netherlands. The workload consists of 7,850 jobs
executed over seven days. The duration of the jobs ranges from less
than an hour to several days. The CPU demand is sampled at a 30-
second interval for each job in the trace. The workload is run on a
data center comprising 277 physical machines. FootPrinter replays
this trace on a mid-range laptop (Intel Core I7-8750H Processor10)
in 10 seconds. This allows for rapid experimentation mentioned in
section 3.

Figure 5 depicts the process of determining operational car-
bon footprint using FootPrinter. Figure 5A shows the simulator-
determined power draw of the data center during the workload,
sampled every 30 seconds. The graph depicts the power draw of the
entire data center. However, FootPrinter can also provide similar
graphs for speci�c nodes or jobs. The aggregate power draw varies
in the range of 16 to 28 kW. The energy usage at a sample can be
9https://www.surf.nl/en/lisa-computing-cluster-extra-computing-power-for-
research
10https://ark.intel.com/content/www/us/en/ark/products/134906/intel-core-i7-
8750h-processor-9m-cache-up-to-4-10-ghz.html

Figure 6: The carbon emission during the same workload
simulated executed on the same data center located in four
di�erent locations.

determined by multiplying the power draw and the time since the
previous sample. Figure 5B depicts the carbon intensity of the grid
sampled from ENTSO-E. The di�erence in carbon intensity dur-
ing the chosen period is signi�cant, ranging between 100 and 400
gCO2/h. Figure 5C depicts the carbon emission during the work-
load. Carbon emission at a sample can be calculated by multiplying
the energy usage at a sample with the carbon intensity. The carbon
emission is primarily in�uenced by the carbon intensity, due to the
much higher variability in the carbon intensity compared to the
power draw. This demonstrates the importance of measuring the
carbon footprint directly, instead of just energy usage.

5.2 Selecting location
FootPrinter can be used to compare the impact of building or ex-
panding the data center infrastructure in multiple locations (UC-
Location). Figure 6 depicts the e�ect of the data center location on
its carbon emission. The workload introduced in subsection 5.1 is
replayed on the same data center in di�erent locations. France and
Belgium perform much better than the Netherlands and Germany.
This is because France and Belgium source around half of their
energy from nuclear power plants emitting almost no carbon. The
Netherlands and Germany, however, rely more on energy sources
such as coal, which is very carbon intensive.

5.3 Validation
To quantify the accuracy of our simulator, we compare the power
draw of a workload determined by the simulator, to the real-world
power draw of the same workload. We use the same workload
as used in subsection 5.1. Figure 7 shows the simulated power
draw determined by FootPrinter and the real-world power draw.
We determine the accuracy of the estimation using three di�erent
metrics. Each metric is calculated separately for all points, the
points in which FootPrinter underestimates (underestimation error),
and the points in which FootPrinter overestimates the power draw
(overestimation error).

The �rst metric of estimation accuracy is the Mean Absolute
Percentage Error (MAPE), a popular measure of the accuracy of
forecasting methods. MAPE is commonly used to determine forecast
accuracy because of its intuitive interpretation in terms of relative
error [16]. MAPE is a relative error measure that uses absolute
values to keep the positive and negative errors from canceling one
another out [33] and is calculated using Equation 4:

Figure 2.8: CO2 emission fluctuation, location-dependent. Taken with permission from [70].
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Figure 5: The Carbon emission of a workload over time,
determined using FootPrinter. Graph 5A shows the power
draw over time. Graph 5B shows the carbon intensity of the
grid during the workload. Graph 5C combines the two other
graphs, showing the carbon emission during the workload.

5 EXPERIMENTS
This section demonstrates how FootPrinter can be used in di�erent
use cases from section 3. The accuracy of FootPrinter is validated
by comparing it to an empirically measured energy usage trace.

5.1 Operational Carbon Footprint
We use FootPrinter to determine the operational carbon footprint of
a data center (UC-Footprint). To illustrate the process, we simulate
a workload trace gathered from the SURF Lisa9 cluster, an HPC
data center in the Netherlands. The workload consists of 7,850 jobs
executed over seven days. The duration of the jobs ranges from less
than an hour to several days. The CPU demand is sampled at a 30-
second interval for each job in the trace. The workload is run on a
data center comprising 277 physical machines. FootPrinter replays
this trace on a mid-range laptop (Intel Core I7-8750H Processor10)
in 10 seconds. This allows for rapid experimentation mentioned in
section 3.

Figure 5 depicts the process of determining operational car-
bon footprint using FootPrinter. Figure 5A shows the simulator-
determined power draw of the data center during the workload,
sampled every 30 seconds. The graph depicts the power draw of the
entire data center. However, FootPrinter can also provide similar
graphs for speci�c nodes or jobs. The aggregate power draw varies
in the range of 16 to 28 kW. The energy usage at a sample can be
9https://www.surf.nl/en/lisa-computing-cluster-extra-computing-power-for-
research
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8750h-processor-9m-cache-up-to-4-10-ghz.html

Figure 6: The carbon emission during the same workload
simulated executed on the same data center located in four
di�erent locations.

determined by multiplying the power draw and the time since the
previous sample. Figure 5B depicts the carbon intensity of the grid
sampled from ENTSO-E. The di�erence in carbon intensity dur-
ing the chosen period is signi�cant, ranging between 100 and 400
gCO2/h. Figure 5C depicts the carbon emission during the work-
load. Carbon emission at a sample can be calculated by multiplying
the energy usage at a sample with the carbon intensity. The carbon
emission is primarily in�uenced by the carbon intensity, due to the
much higher variability in the carbon intensity compared to the
power draw. This demonstrates the importance of measuring the
carbon footprint directly, instead of just energy usage.

5.2 Selecting location
FootPrinter can be used to compare the impact of building or ex-
panding the data center infrastructure in multiple locations (UC-
Location). Figure 6 depicts the e�ect of the data center location on
its carbon emission. The workload introduced in subsection 5.1 is
replayed on the same data center in di�erent locations. France and
Belgium perform much better than the Netherlands and Germany.
This is because France and Belgium source around half of their
energy from nuclear power plants emitting almost no carbon. The
Netherlands and Germany, however, rely more on energy sources
such as coal, which is very carbon intensive.

5.3 Validation
To quantify the accuracy of our simulator, we compare the power
draw of a workload determined by the simulator, to the real-world
power draw of the same workload. We use the same workload
as used in subsection 5.1. Figure 7 shows the simulated power
draw determined by FootPrinter and the real-world power draw.
We determine the accuracy of the estimation using three di�erent
metrics. Each metric is calculated separately for all points, the
points in which FootPrinter underestimates (underestimation error),
and the points in which FootPrinter overestimates the power draw
(overestimation error).

The �rst metric of estimation accuracy is the Mean Absolute
Percentage Error (MAPE), a popular measure of the accuracy of
forecasting methods. MAPE is commonly used to determine forecast
accuracy because of its intuitive interpretation in terms of relative
error [16]. MAPE is a relative error measure that uses absolute
values to keep the positive and negative errors from canceling one
another out [33] and is calculated using Equation 4:

Figure 2.9: CO2 emission fluctuation, over time. Taken with permission from [70].

2.7.2.3 Operational Carbon Footprint

The Operational Carbon Footprint denotes the CO2 emitted when the system is running. The Operational
Carbon Footprint can be computed using Equation (2.23).

Cop = CId · Eop [gCO2]S.I. (2.23)

where Cop is the Operational Carbon Footprint, CId is the Carbon Intensity of the datacenter [gCO2/kWh]S.I.,
Eop is the operational energy of the datacenter [kWh]S.I. [70].

In this work, we employ simulation based on multiple models to predict the Operational Carbon Footprint of
various configurations of datacenters, under distinct workloads and scenarios.

2.7.3 Metrics on quantifying the performance of the system

We identify performance as an increasingly concerning problem of nowadays LLM ecosystems, which is
projected to have lead to an already-starting “modern-day Moore’s Law” [6], which identifies a growing gap
between the performance needs of LLMs and the actual performance of available physical infrastructure.

2.7.3.1 Latency

Latency is defined as the time delay between a cause and its observed effect, and measures how long an
operation takes [99].

In this work, we quantify latency of LLM ecosystems by the amount of time required to process one token,
or unit-scaled (e.g., million tokens). Thus, we measure latency in seconds.
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2.7.3.2 Throughput

Throughput is defined as the rate at which a system completes operations, and measures ”how many” oper-
ations (”how much” work) the system delivers within a given timeframe [99].

In this work, we quantify throughput of LLM ecosystems by measuring the amount of tokens processed in a
per unit timeframe. Thus, we measure latency in tokens per second.

2.7.4 Metrics on quantifying the efficiency of the system

We identify efficiency metrics as crucial metrics for datacenter and LLM operators in making informed
decisions about potential deployments, as this component offers a homogeneous comparison metric for each
type of efficiency, directly comparable, simple to understand, represent, and explain.

2.7.4.1 Financial efficiency

We express financial efficiency as the cost per token per second, essentially for the monetary aspect of running
LLM ecosystems at scale, in profit-driven processes. The financial efficiency is, thus, represented in currency
per token per second e.g., €/t/s, LEU/t/s. Financial efficiency is computed as exemplified in Equation (2.24).

Ef =
C

T
=

C
Tp+Td

∆TP+∆TD

=
C × (∆TP + ∆TD)

TP + TD
(2.24)

Where Ef represents the financial efficiency, C represents the operational cost, TP and TD represent the amount

of prefill and decode tokens, respectively, and ∆TP and ∆TD represent the total inference time for prefill and decode

stages, respectively.

2.7.4.2 Sustainability efficiency

We express sustainability efficiency as the sustainability cost (e.g., energy, CO2 emissions) per token per
second, essential to quantify and compare LLM ecosystems across the increasingly concerning problem of
environmental sustainability. The sustainability efficiency is, thus, represented in metric per token per second
e.g., Wh/t/s, CO2/t/s. Sustainability efficiency is computed as exemplified in Equation (2.25).

Es =
S

T
=

S
Tp+Td

∆TP+∆TD

=
S × (∆TP + ∆TD)

TP + TD
(2.25)

Where Es represents the sustainability efficiency, S represents the sustainability cost, TP and TD represent the amount

of prefill and decode tokens, respectively, and ∆TP and ∆TD represent the total inference time for prefill and decode

stages, respectively.

2.7.5 Metrics on quantifying the accuracy of the simulation

We quantify accuracy using the Mean Absolute Percentage Error (MAPE) ratio, also known as Mean Absolute
Percentage Deviation (MAPD), and widely used in the field [68, 70, 100, 47, 101, 102]. MAPE equally
penalizes positive and negative errors and is calculated using Equation (2.26), where n is the number of
samples, R is real-world data, S is simulation data, i is the sample index [68]:

MAPE [%] =
1

n

n∑
i=0

∣∣∣∣Ri − Si

Ri

∣∣∣∣× 100 (2.26)
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Chapter 2: Background

2.8 Discussion

In this chapter, we introduces the most important elements for this work. We adopted a top to bottom,
conceptual to practical overview, starting from terminology and the conceptual concepts of simulation and
reference architectures, continued with specifics of LLM ecosystems, caching, and simulating sustainability
of ICT infrastructure, and concluded with community agreements on measuring various operational aspects
of ICT infrastructure, LLM ecosystems, and simulation, through community standard metrics.

We identify several other important aspects, such as in-depth details of LLM inference, validation, experi-
mental setup, and scientific methodology. However, we argue that, albeit overall relevant for this work, these
topics are outside the scope of this chapter.
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3
A Reference Architecture for LLM ecosystems

The lack of a reference architecture or a community-wide underlying conceptual model can be costly; con-
ceptually, stakeholders (e.g., infrastructure operators, researchers) could overlook essential components, and
even capable teams of researchers and engineers could tinker, leading to architectural and deployment chal-
lenges [15]. Furthermore, without a comprehensive reference architecture of LLM ecosystems, simulators of
such infrastructure cannot be rigorously designed; later in this work (Chapter 4 - Chapter 6), we design, im-
plement, integrate, and engineer a simulation instrument for KV-Caching system of LLM ecosystems under
inference.

To rigorously design an ICT simulator, tailored to predicting LLM ecosystems, the state-of-the-art consists
of materialising a reference architecture of the respective infrastructure, into a simulation tool or instrument,
following scientific methodologies vetted and well-followed by the computer systems community [17, 14, 7,
15]. However, we argue that, currently, it doesn’t exist no comprehensive reference architecture of LLM
ecosystems under inference. This raises the research question: (RQ1) How to synthesize and validate a
reference architecture of LLM ecosystems?

In this chapter, we address RQ1 by proposing the first reference architecture for LLM ecosystems under
inference workloads, following community-vetted scientific processes for design and validation.

3.1 Overview

We propose the first reference architecture for LLM ecosystems under inference, following a distributed
systems approach. Throughout this chapter, we match the state-of-the-art AtLarge Design Process [14]. Our
contribution in this chapter is six-fold:

1. We define and establish design requirements and principles which guide in proposing the reference
architecture (Section 3.2).

2. We synthesize a comprehensive reference architecture for LLM ecosystems under inference in Section 3.3,
following the requirements and principles defined in Section 3.2. We model the entire interaction loop,
from user input to system output, as a high-level picture, then we detail, individually, both the input and
output process. Lastly, we detail the feedback loop, essential for processes of Reinforcement Learning
from Human Feedback (RLHF).

3. We conduct a per-component analysis and discuss integration with other components of the ecosystem,
providing real-life examples of employed technologies (Section 3.3).

4. We propose a detailed design for the KV-Caching system in Section 3.3.1. Albeit optional in LLM
ecosystems, the KV-Caching sub-system can enhance, by orders of magnitude, the performance (e.g.,
throughput, latency) of the LLM ecosystems under inference.
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5. We validate the reference architecture in Section 3.4; firstly, we validate the proposed architecture
by aligning with the community-vetted, peer-reviewed Compute Continuum [16]; then, we align our
proposed architecture with a domain-specific, industry existing LLM-inference ecosystem from OpenAI;
then, we align the architecture with another state-of-the-art ecosystem, used by IBM for LLM inference;
many thanks to IBM Research Europe for their many-fold contributions to open-science. Lastly, we
present a high-level overview of how our proposed reference architecture aligns with real-world LLM
ecosystems.

6. We address, in Section 3.5 each design requirement and principle presented in Section 3.2.

3.2 Design Requirements and Principles

In this section, we discuss the main design requirements and principles that guided our design process. We
design to fulfill a set of requirements, corresponding to stakeholders of this reference architecture; we envision
the main stakeholders of our work to be the researchers in the field of AI and LLMs, datacenter operators,
C-level decision-making stakeholders, and students.

In [15], Andreadis et al. present a reference architecture for datacenter scheduling, a well-recognized scientific
contribution published in SC18, the International Conference for High Performance Computing, Networking,
Storage, and Analysis 2018. They define two main design requirements, validity and usefulness, also relevant
for our reference architecture. Below, we expand on these Design Requirements.

(DR1) Ensure the validity of the reference architecture.
Validity “is the property of the proposed model to accurately represent the field of” LLM systems [15].
The reference architecture should cover, for each component, the state-of-the-art from both indus-
try and academia. Albeit fundamentally a subjective task quantifying the validity, we argue that
mapping existing LLM systems to this reference architecture, and mapping the proposed reference
architecture to the Compute Continuum prove the validity of this reference architecture to both
abstract and align with real-world examples (i.e., real world LLM systems under inference) and align
with higher level representations of the distributed ecosystems (i.e., the Compute Continuum).

(DR2) Ensure the usefulness of the reference architecture
Usefulness “gives the reference architecture a real-world purpose which motivates its creation”[15].
Alike validity, usefulness is a fundamentally subjective design requirement, yet we argue that useful-
ness can be evaluated by demonstrating the ability of the reference architecture to enable stakeholders
to better reason about LLM system design in practice.

We further derive seven Design Principles the reference architecture should follow to ensure a comprehensive,
actionable, and future-proof architecture, contributing to an end goal of simulating and digitally twinning,
holistically, accurately and robustly, the Compute Continuum.

(DP1) Design components with clear distinct responsibilities.
We regard distinct-responsibility components as essential for designing a state-of-the-art reference
architectures, especially following community standards [15, 103]. Each system component should
have its own set of responsibilities, defined boundaries of those responsibilities, and a set of interfaces
which define its services to other components [15]. Albeit included in the reference architecture, we
acknowledge that not all the components need to be used by every real-world stakeholder of LLM
systems; e.g., while essential in system performance, KV-Caching can be omitted in LLM systems,
making the system still functional, yet non-performant.

(DP2) Group related components.
Corresponding to best practices for packaging components [103], and following vetted design processes
of reference architectures [15], related components should be grouped according to their responsibility.
We acknowledge this introduces a degree of subjectivity and, thus, we regard also other reference
architectures for LLM systems, although potentially not matching the same structure as the RA from
this work proposes.
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(DP3) Aim for extensibility and modularity
The architecture should be modular, corresponding to the best practices of designing software sys-
tems [103], thus allowing for independent extension, detailing, analysis, or replacement of components.
We regard this as a critical design principle to ensure a future-proof property of the proposed refer-
ence architecture. Furthermore, such extensibility and modularity allow the reference architecture to
seamlessly integrate and integrate with emerging technologies that will emerge, without redesigning
the whole.

(DP4) Separate mechanisms from policies and goals.
Each architectural component should clearly distinguish between mechanisms (how it operates),
policies (how decisions are made), and the metrics used in measurement and evaluation (e.g., latency,
throughput, power draw, CO2 emissions). To provide the necessary [15] level of abstraction, the
reference architecture should follow a qualitative model [103], without mandating specific policies [15].

(DP5) Cover end-to-end prompt-to-response LLM workflow.
The architecture should model the entire inference workflow, from the user input to the system
output, and model all the intermediate stages, with the necessary level of abstraction. This end-to-end
exhaustive view ensures a continuous interaction-feedback loop, and ensures that, e.g., bottlenecks,
cross-component effects, and trade-offs can be analyzed and eventually simulated.

(DP6) Support multiple users in the ecosystem.
The architecture should support multiple users operating simultaneously, each giving workloads (i.e.,
prompts) to the LLM ecosystem, and each receiving responses, following the end-to-end prompt-to-
response format proposed in (DP5).

(DP7) Model components responsible for decision processes across the system.
The architecture should represent decision-making processes that occur across each layer of the
continuum. This includes (pre)processing, workload and resource allocation, inference management,
and overall orchestration and monitoring.

(DP8) Model different types of prompts execution workflow.
The architecture should model different types of prompt-workflow and consider at least workflows
with prompt reasoning, where each prompt generates a subsequent prompt, and workflows with
branching prompts. This design principle allows for modelling a wide range of prompts, tailored to
today’s standards in LLMs and with future developments.

3.3 Overview of the Reference Architecture

In this section, we present an overview of the proposed reference architecture, present the overall design and
workflow, which covers an end-to-end prompt-response-feedback loop, and the main responsibilities of each
tier, component, and mechanism. Figure 3.1 presents the proposed reference architecture.

Following design principle (DP1), we propose a reference architecture of an ecosystem which leverages sets
of components, distributed by tier of operation and grouped where related (DP2), with each layer and com-
ponent abstracted as modular and extensible (DP3). We model all three tiers of the continuum [16], namely
endpoint, edge, and cloud, and attach related components to the specific tier (DP1), (DP2).

Endpoint: The proposed reference architecture begins with the user’s prompt and finalizes with the ecosys-
tem’s response, following an end-to-end prompt-to-response workflow (DP5); optionally, the user can offer
feedback on the LLM’s response, feedback further used for fine-tuning the LLM and for better tailoring
responses to the user’s preferences.

Edge: We propose a multi-user ecosystem, where each user-given workloads (i.e., prompts) are preprocessed
in the edge, and forwarded to the most suitable cloud infrastructure, following decision processes (DP7),
and the Machine Learning as a Service (MLaaS) operational model.

Cloud: Once in the cloud, each prompt is preprocessed and managed by an in-cluster workload manager
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Figure 3.1: Reference Architecture of LLM ecosystems under multi-user inference workload.

and scheduler, a cloud decision-making component which ensures fair resource allocation per prompt, per
user (DP4) (DP6) (DP7). We represent two inference processes, run in parallel, one with a complex,
branching, reasoning workflow (inference id 1), and the other with a sequential reasoning workflow (inference
id 2), both coupled to a shared caching system of prompts and responses (DP8). All processes executing in the
cloud are orchestrated and monitored for performance, energy consumption, and failure detection, ensuring
quality of service (QoS) and meeting service level objectives (SLOs) (DR1)-(DR2), (DP1)-(DP8).

Infrastructure: We now focus on component J . The workload enters the infrastructure through the Inference

Engine K , which communicates with the WM&S L and orchestrates the computation, the backbone of
the LLM inference process. We abstract the computation process as shared between three types of physical

infrastructure, namely Computing Units M , Memory Racks N , and Storage Units O , all of them employing

techniques and linked to a System P ; the physical infrastructure is interconnected by a high-speed, close-
location network (e.g., InfiniBand).

External Systems: The infrastructure is linked with External Systems, which expand the LLM capabilities be-
yond the isolated functionality an independent and disconnected LLM could give. Component S , the Static
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Figure 3.2: Reference Architecture of LLM ecosystems detailing the prompt execution workflow. The prompt
execution workflow focuses on components from A to J .

Database System, allows the LLM to access local, in-cloud databases, which store, index, and manage em-
bedding vectors used for similarity search and retrieval augmented generation (RAG) [104]. Component R ,
the Dynamic Database System enables the LLM to conduct web searches [105]. Both the Dynamic and the

Static database systems are orchestrated by the Inference Engine K .

Workflows: We identify and detail three main workflows (DP5): (i) in Section 3.3.1, we detail the prompt-
execution workflow, containing the steps between the user’s input and the response of the LLM; (ii) in
Section 3.3.2, we detail the response workflow, containing the processes between the LLM response and the
display of the response on the user’s interface; (iii) in Section 3.3.3, we detail the optional feedback workflow,
through which users can review the LLM’s response; further feedback is passed to the ecosystem for LLM
fine-tuning and prompt enhancement.

Note In the following sections, we detail one workflow per section, detailing specifics of each
workflow, and de-focusing non-relevant components for better visual comprehension. In
Section 3.3.1 we detail the prompt execution workflow, in Section 3.3.2 we detail the prompt
response workflow, and in Section 3.3.3 we detail the feedback workflow.

3.3.1 Detailed Design of Prompt Execution Workflow

In this section, we detail the prompt execution workflow, which starts with the user prompt and ends with
the final leveraged response. Figure 3.2 illustrates this process.

3.3.1.1 Front-end (endpoint) tier

The prompt execution workflow begins with the users, who provide input (prompts), visually represented
in the left-most part of the reference architecture from Figure 3.2. Although we present only two users for
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visual purposes, the proposed RA can scale indefinitely from a design perspective, yet is upper-bounded by
limitations of physical resources.

Users interact with the ecosystem via an input interface A , as part of the front-end, which is often through
a web interface or through a mobile application, but could also be through an API call via e.g., a command
line interface (CLI) environment. The front-end tier is the equivalent to the endpoint tier from the RA of the
Compute Continuum [16]; we further expand and align our RA with the Compute Continuum in Section 3.4.3.

3.3.1.2 Lightweight infrastructure (edge) tier

Following the MLaaS operational model, the user’s prompt is transferred to the cloud where the heavyweight
computation happens; however, in this transfer process, the edge plays a crucial role.

The user’s prompt is transferred from the front-end to the lightweight infrastructure via an application
programming interface (API) C and is further parsed by an input preprocessor D . We argue that the

overall process of data preprocessing (mainly happening in C ) is critical in reducing the amount of data
transferred from the edge to the cloud, and in restricting the execution prompts to only desired (e.g., policy-
adherent) prompts.

3.3.1.3 A detailed design on the Prompt-Response Caching System

In Figure 3.3, we present a prompt-response workflow that prevents the re-computation of prompts the
ecosystem has already responded to, thus minimizing redundancy. Although not essential for the system’s
base functionality, the illustrated caching approach offers a theoretical advantage by restricting the execution
of prompt workflows to only when encountering a non-cached prompt. OpenAI employs a prompt-caching
system that considers only prompts exceeding 1,024 tokens [11]. OpenAI claims to perform only “halfway
prompt caching,” where they store prefill weights in the caching system and always run the decode stage
for each cache hit, for each user: ”the actual response is computed anew each time based on the cached
prompt.” [11]. The OpenAI codebase is closed-source.

In Figure 3.3, aligned with the overall RA presented in Figure 3.1 and Figure 3.2, the process begins with the
user’s prompt 0 , through an input interface 1 , and further parsed through an input preprocessor 2 . In the
preprocessing step, the system checks if the prompt matches the company’s policy and laws in the country
of operation (e.g., prompt content, lawfulness) 3 . If the prompt complies, the system checks whether the
prompt is already cached 4 in a prompt-response caching system 5 ; the prompt-response caching system

is equivalent to element G from Figure 3.1. This process is mainly handled by (i) the High-Level WM&S

from the lightweight infrastructure ( D , Figure 3.2), (ii) the In-Cluster WM&S ( G , Figure 3.2), and (iii) the

Orchestrator and Monitor ( F , Figure 3.2), all decision-making components of their respective layer (DP7).

If the prompt is cached, the already generated and cached response is retrieved and delivered to the user.
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We envision this approach as improving performance, boosting the ecosystem’s throughput, reducing the
system’s latency, and overall reducing the amount of resources consumed by the infrastructure (e.g., power
draw), with the caveat that the caching system is well-designed and efficient. The response retrieval process
doesn’t consume more resources than generating the response itself. If the prompt-response pair is not found
in the caching system, the system forwards the workload to a bulk infrastructure which generates a response;
this response is ultimately stored in the prompt-response caching system G / 5 , and offered to the user 7 .

In practice, OpenAI employs a similar technique; however, they claim to store only prefill weights in a caching
system, and for each cache hit, the decode stage is rerun for each user. With this halfway caching technique,
OpenAI claims to have OpenAI claims this technique to have reduced latency “by up to 80% and cost by
50% for long prompts” [11].

3.3.1.4 In-cluster (cloud) tier

Orchestrator & Monitor: The bulk computation and storage occur in the cloud, a massive-scale, highly het-
erogeneous, and distributed infrastructure, where a core, central component supervises the overall process,
the Orchestrator & Monitor G . Component G serves as a core decision-making component and manages,
using data obtained from monitoring the ecosystem, other supervisors of the ecosystem, e.g., inference super-

visor I10, I20, in-cluster WM&S F . The monitoring responsibility involves measuring performance metrics
(e.g., throughput, latency), sustainability metrics (e.g., the amount of hourly emitted CO2, energy consump-
tion), and system failures (e.g., uptime, amount of jobs completed/failed). Based on the metrics gathered

from the monitoring process, Orchestrator and Monitor G analyses and predicts further behaviour (e.g.,
using an ecosystem simulator), and makes decisions in orchestrating inference workloads. Furthermore, the

Orchestrator and Monitor G has management and supervision access over the part of the cloud dedicated
to the ecosystem.

Edge-cloud WM&S communication: The high-level WM&S E , from the edge, forwards prompts to the in-

cluster WM&S F , which manages prompts and ensures fair, policy-compliant responses to users’ requests.

F generates inference supervisors for each prompt received; in Figure 3.2, we exemplify using two prompts,

each with its own inference supervisor, namely supervisors I10, I20.

The inference supervisor: serves as a middleware between the workload tasks and the overall datacenter
orchestrator & monitor F . For example, inference supervisor 1, represented in the upper half of Figure 3.2,
handles the inference process for prompt 1, from user 1.

Complex, branching, prompt: We exemplify a prompt that requires a reasoning process that branches, where
each task generates one or more new tasks, until a final response is obtained. In the illustrated reference

architecture, the inference supervisor firstly generates a starting task I11, which, after completion, generates

two new tasks I12 and I13. This recurrent process recurrently repeats and, depending on the task, one or

more tasks are generated until a final response is assembled, in our example I19. The inference supervisor
determines when a response is final.

Simple, sequential, prompt: However, prompts can also generate simpler, sequential, and non-branching

tasks, such as prompt 2, assigned inference supervisor 2 and the tasks I21-I24.

Prompt-response caching system: For each generated task (I11-I19, I21-I24), the workload is managed

by the corresponding inference supervisor, which checks the prompt-response caching system G . If the
response to the specific task1 is found in the prompt-response caching system (cache hit), then the inference
supervisor retrieves and uses the response as the response to the specific task. Otherwise, when the response
to the prompt is not already cached (cache miss), the inference supervisor forwards the workload to the

infrastructure J . The infrastructure J computes and redirects the response to the caching system H ;

1in nowadays ecosystems, e.g., OpenAI’s ChatGPT [106] or Google’s Gemini [92], each answered task is temporary saved
and also phrased as a prompt for the future task(s).
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here, if the caching policy is matched, the response is saved. Further, the response is forwarded to the

inference process, either as an intermediate response or as an assembled final response (e.g., I19, I24).

Identical tasks: In Figure 3.2, we exemplify two prompts with an identical intermediate task, namely task f10

(I12, I23). This could happen in user prompts with similar tasks, and, thus, an identical intermediate task
to achieve the response to a certain task. We exemplify below with two analogies, one with a Mathematical
analogy and one with a Path(Route)-Finding example.

Analogies of identical tasks: In the Mathematical Analogy (Listing 3.1), we showcase a scenario where two
users give two distinct prompts, yet with an identical sub-task (i.e., computing 10 factorial, equivalent to
10!, where 10! = 10× 9× 8 · · · × 2× 1); this task happens only once, for the first encountered prompt, and is
retrieved for the second prompt, instead of redundantly re-computed.

In the Path-Finding Analogy (Listing 3.2), similarly, two users give two distinct prompts. The first user
requests a path from Amsterdam to Bucharest, and the LLM ecosystem, unable to identify the response to
such a prompt in the cache, computes, generates, and caches the response to each intermediate task. The
second user requests a path from Amsterdam to Bratislava; the LLM finds this path as cached, and only
retrieves the response from the prompt-response caching system, without redundant (re)computation. Then,
the LLM ecosystem only computes the rest of the response.

1 Task 1: Calculate 12 x 6 x 1980 x 10!

2 Task 2: Calculate 23 x 2 x 2004 x 10!

3

4 LLM approach:

5 Step 1.1: Determine 12 x 6 x 1980. Not cached. Compute. Cache.

6 Step 1.2: Determine 10!. Not cached. Compute. Cache.

7 Step 1.3: Solve final task 1. Not cached. Compute. Cache.

8

9 Step 2.1: Determine 23 x 2 x 2004 and cache. Not cached. Compute. Cache.

10 Step 2.2: Determine 10!. Cached! Retrieve!

11 Step 2.3: Solve final task 2. Not cached. Compute. Cache.

Listing 3.1: A Mathematical analogy of the LLM inference and prompt-response caching process.

1 Task 1: Find a path from Amsterdam to Bucharest for a motorbike drive.

2 Task 2: Find a path from Amsterdam to Bratislava for a motorbike drive.

3

4 LLM approach:

5 Step 1.1: Find intermediate checkpoints for the most time-efficient route between Amsterdam and Bucharest

6 (e.g., LLM finds Amsterdam, Leipzig, Bratislava, Arad, Bucharest). Not cached. Compute. Cache.

7 Step 1.2: Find the most efficient route Amsterdam - Leipzig. Not cached. Compute. Cache.

8 Step 1.3: Find the most efficient route Leipzig - Bratislava. Not cached. Compute. Cache.

9 Step 1.4: Find the most efficient route Brastislava - Arad. Not cached. Compute. Cache.

10 Step 1.5: Find the most efficient route Arad-Bucharest. Not cached. Compute. Cache.

11 Step 1.6: Generate and export GPX file to user. Not cached. Compute. Cache.

12

13 Step 2.1: Find intermediate checkpoints for the most time-efficient route between Amsterdam and Bratislava

14 (e.g., LLM finds Amsterdam, Leipzig, Bratislava). Not cached. Compute. Cache.

15 Step 2.2: Find the most efficient route Amsterdam - Leipzig. Cached! Retrieve!

16 Step 2.3: Find the most efficient route Leipig - Bratislava. Cached! Retrieve!

17 Step 2.4: Generate and export GPX file to user. (Partially) Cached! Retrieve! Compute the rest. Cache.

Listing 3.2: A Path-Finding analogy of the LLM inference and prompt-response caching process.

3.3.2 Detailed Design of the LLM Response Workflow

In this section, we detail the prompt-response workflow, which begins once the final response is assembled and
finalised, and ends once the response is displayed on the user’s interface Figure 3.4 illustrates this process.

Cloud: The response output process begins from I19, for inference with ID=1, and from I24, for inference
with ID=2. The output response is further transferred to the corresponding inference supervisor, further
transferred to the in-cluster WM&S F . The entire workflow executed in the cluster is constantly monitored

by the orchestrator and monitored component G .
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Figure 3.4: Reference Architecture of LLM ecosystems detailing the LLM response processing workflow. The

prompt-response workflow focuses on components I19, I24, I10, I20, H , G , F , T , C , and B .

Edge: The leveraged response, now located in F , the WM&S of the cloud, is transferred to the output

processor T from the edge (i.e., lightweight infrastructure).

Endpoint: Lastly, the response is transferred from the edge, via the API, to the endpoint and displayed on
the output interface B of the LLM ecosystem, belonging to the front-end.

3.3.3 Detailed Design of Feedback Workflow

In this section, we detail the feedback processing workflow, an optional workflow of the inference process which
users often skip, yet is critical for LLM finetuning and tailoring responses to users’ needs and preferences [107,
108]. This workflow starts with the user’s feedback, through the input interface and ends with the system
receivng and optionally adopting this feedback. Figure 3.5 illustrates this process.

Why feedback matters: Feedback is crucial for refining LLM responses and improving performance through
Reinforcement Learning from Human Feedback (RLHF). For example, OpenAI researchers identify even
small RLHF-trained models, of 1.3B parameters, as better-preferred, higher-accurate, than larger models
such as 175B GPT-3, although having 100x fewer parameters [108]. While limited reports exist from large
LLM providers, RLHF is a widely used technique, cheap to scale compared to traditional LLM finetuning or
extended training, preventing and reducing financial, performance, and sustainability costs [39, 109, 107, 108].

Endpoint: We model a scenario in which both user 1 and user 2 evaluate the LLM’s prompt. The feedback
detail depends on the platform, and can vary from e.g., selecting between positive and negative to e.g.,
giving detailed feedback on multiple categories, with written components. Users’ feedbacks are inputted via
component A , the Input Interface, and transferred to the cloud via the endpoint, similarly to users’ prompts.

Edge: The API C links the Endpoint to the Edge (and vice versa), transferring the user’s feedback to an

Input preprocessor D . Depending on the platform design, D can filter users’ text feedback and check policy

adherence; if the feedback doesn’t involve a text component, step D may be skipped. Further, a High-level
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Figure 3.5: Reference Architecture of LLM ecosystems detailing the feedback processing workflow. The
feedback workflow focuses on components A , C , D , E , F , G , and U .

WM&S E component forwards the feedback to the cloud.

Cloud: The feedback is processed by an in-cluster WM&S F , which forwards user’s feedback to an Or-

chestrator & Monitor G component, a centric element of the cloud with monitoring, analysis, and decision
capabilities over the datacenter part reserved for the inference process of the LLM ecosystem. The feedback
is forwarded to a Fine-Tuning System U which handles the feedback.

Feedback policies: How the ecosystem handles users’ feedback is dependent on the provider’s policies and
regulations. For example, an LLM provider can choose to tailor LLM’s responses only for the conversation
in progress, without keeping cached feedback for other conversations, and without using users’ feedback
for fine-tuning the global LLM for other users. However, a provider with less strict privacy policies can
use feedback for fine-tuning the model for all users, not only for the specific user who gave the feedback.
To ensure generality and universality of the proposed reference architecture, we abstract the feedback and
fine-tuning system into a unitary component U .

Note The process described throughout this section (Section 3.3), and the last few pages, executes
within (milli)seconds in real-world ecosystems [51, 6, 2].

3.4 Mapping Real-World LLM Inference Ecosystems to the
Reference Architecture

Reference architectures are most useful when they accurately depict real-world instances [15]. In this sec-
tion, we align our reference architecture with industry-leading LLM ecosystems and with a peer-reviewed,
community-standard reference architecture of the Compute Continuum.

We identify some components as non-disclosed; non-disclosed components are components that are likely to
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Figure 3.6: OpenAI LLM Inference Ecosystem mapped to the reference architecture.

exist in real-world (deployed) LLM-inference systems, but their presence is not disclosed by some designers
and operators, and only inferred by communities of practice, e.g., on sites such as Hacker News and Reddit,
or disclosed by other designers and operators. For example, OpenAI does not disclose the usage of input
preprocessor, but the Ubicloud-envisioned ecosystem and the Databricks ecosystem disclose they use Llama
Guard [110], and Databricks Guardrails [111], respectively, to serve this component.

3.4.1 Alignment with OpenAI LLM inference ecosystem

In this section, we validate the proposed reference architecture by mapping to it the OpenAI Ecosystem for
LLM inference; we present the alignment in Figure 3.6. While OpenAI doesn’t explicitly present a reference
architecture of its ecosystem, as of May 2025, the company discloses technologies through publicly released
web articles. However, several components remain non-disclosed, represented in Figure 3.6 as ND.

Endpoint: Users interact with the ecosystem via a front-end component with an input A and output B
interface, such as the ChatGPT mobile application or website.

Edge: The endpoint communicates with the edge via the OpenAI API [112] C . We note that OpenAI does
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not disclose information on the input preprocessor component D . OpenAI utilizes Kubernetes E at the edge
as a high-level workload manager and scheduler, which redirects workloads to the appropriate cloud [113].

Cloud: Overall, OpenAI is highly reliant on Microsoft Azure services for system monitoring, orchestration,
and management G , physical infrastructure J , and external systems R [114]. OpenAI’s Kubernetes
implementation, Kubernetes-ec2-autoscaler, addresses bursty and unpredictable workloads that can scale
from single-machine operations to hundreds of cores. The Kubernetes-ec2-autoscaler is a batch-optimized

scaling manager and maps to I10 and I20 in our reference architecture [113]. The resource autoscaling
approach has been explored in recent literature and has proven its effectiveness in improving performance
and SLO adherence; for example, Chiron is a hierarchical autoscaler for LLM-inference, which can enhance
SLO attainment by 90% and GPU efficiency by up to 70% compared to its absence [115].

Prompt-Response Caching: OpenAI employs prompt caching, which is claimed to reduce latency by 80%
and cost by 50% for long (more than 1,024 tokens) prompts [11], H . The system checks if the prefix of
the prompt is stored in the cache, and if a matching prefix is found, the system uses the cache’s result.
Alternatively, the system processes the full prompt. OpenAI keeps caches active for 5-10 minutes and up to
1 hour during off-peak periods [11].

Infrastructure: The infrastructure, component J , orchestrates computational, memory, and storage for LLM
inference in the Cloud tier. In 2016, OpenAI was mostly using “TensorFlow (or Theano) for GPU computing;
for CPU, we (note: OpenAI) use those or Numpy” [113]. While the exact technologies used by the inference
engine are undisclosed in 2025, we argue that OpenAI follows the community standard of employing vLLM,
TensorRT, or similar technologies[116, 117, 118, 119]. For workload management and scheduling L , OpenAI
uses Kubernetes customized for heavy ML workloads and scaled to managing thousands of nodes: in 2018,
OpenAI was running 2,500 nodes, while in 2021, OpenAI was running 7,500 nodes [120]; exact numbers are
undisclosed for 2025.

Critical to performance, OpenAI employs KV-Caching P , which prevents the redundant computation of
the attention mechanism. Although the KV-Cache implementation remains undisclosed, OpenAI’s approach
proves to reduce latency by 80% and half the costs. Similarly, the exact infrastructure of OpenAI is undis-
closed in 2025; we expect major hardware, middleware, and software advances in the upcoming years as a
response to the significant funding announced for OpenAI (e.g., potential $500 billion from Stargate [121],
$40 billion from Softbank [122]).

External systems: To access information available online (e.g., news) without retraining the model at a fi-
nancially, computationally, and environmentally unsustainable granularity, OpenAI uses Azure AI Search,
formerly Azure Cognitive Search, an “information retrieval system for your heterogenous content” [114],

which we map to component R , the Dynamic Database System. As a Static Database System, OpenAI
leverages Azure Cosmos DB, which allows for retrieval-augmented generation capabilities and stores fre-
quently requested information as cached responses. S helps in reducing latency and costs by minimizing

real-time web access R through pre-indexed content [123].

3.4.2 Alignment with IBM LLM inference ecosystem

In this section, we validate the proposed reference architecture by mapping it to the IBM Ecosystem for LLM
inference and present the alignment in Figure 3.7. Although IBM does not exhaustively disclose technologies
used in its reference architecture, as of 2025, IBM releases to the public and open science significantly more
information than OpenAI. We validate the alignment of our reference architecture with OpenAI’s ecosystem
in Section 3.4.1.

IBM inference stack widely employs WatsonX, “a portfolio of AI products that accelerates the impact of
generative AI in core workflows to drive productivity”[124].

Endpoint: IBM implements the endpoint component through Watson Assistant, with a simplistic and per-
formant interface for input A and output B [125].

Edge: Following the MLaaS model, the endpoint connects to the edge through an API component; Wat-
sonx API enables this functionality as a core component of the Watson stack, and maps to component C
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Figure 3.7: Reference architecture aligned with IBM LLM inference ecosystems.

from the proposed RA [125]. Once the user’s input reaches the edge, Watson Assistant’s natural language

understanding processes and filters the prompt for policy compliance, formatting, and enhancement D .

This component, together with the High-Level WM&S E , decides to route the customer’s request to “the
appropriate resolution mechanism, which might be an action or a search of existing content” [126].

Cloud: IBM relies on RedHat’s OpenShift, which provisions and manages container images, workloads, and
inference processes underlying Kubernetes F . In direct communication with OpenShift, Watson Governance

handles the overall system orchestration and monitoring for performance and cost G [127]. Component I
maps to Watson Machine Learning services, which handle and supervise inference processes [128].

Prompt-Response Caching: While not explicitly disclosed, we argue that, similarly to OpenAI, IBM employs
a prompt-response caching system H , enabling prompt caching through Watson Assistant’s conversation
memory and action-based storage mechanisms [125].

Infrastructure: IBM implements infrastructure through IBM Virtual Private Cloud (VPC) [129]. Watsonx.ai

handles the core LLM inference process; the Inference Engine K follows a multi-framework approach and

supports TensorFlow, PyTorch, as well as vLLM for KV-Caching P [129]; IBM’s infrastructure adopts
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Abstract—As the next generation of diverse workloads like
autonomous driving and augmented/virtual reality evolves, com-
putation is shifting from cloud-based services to the edge, leading
to the emergence of a cloud-edge compute continuum. This con-
tinuum promises a wide spectrum of deployment opportunities
for workloads that can leverage the strengths of cloud (scalable
infrastructure, high reliability) and edge (energy efficient, low
latencies). Despite its promises, the continuum has only been stud-
ied in silos of various computing models, thus lacking strong end-
to-end theoretical and engineering foundations for computing and
resource management across the continuum. Consequently, devel-
opers resort to ad hoc approaches to reason about performance
and resource utilization of workloads in the continuum. In this
work, we conduct a first-of-its-kind systematic study of various
computing models, identify salient properties, and make a case
to unify them under a compute continuum reference architecture.
This architecture provides an end-to-end analysis framework
for developers to reason about resource management, workload
distribution, and performance analysis. We demonstrate the
utility of the reference architecture by analyzing two popular
continuum workloads, deep learning and industrial IoT. We
have developed an accompanying deployment and benchmarking
framework and first-order analytical model for quantitative rea-
soning of continuum workloads. The framework is open-sourced
and available at https://github.com/atlarge-research/continuum.

Index Terms—Compute continuum, reference architecture,
edge computing, resource management, offloading, benchmark

I. INTRODUCTION

Cloud computing is one of today’s most successful com-
puting paradigms [1]. Cloud developers can summon a large
fleet of servers and infrastructure services (storage, network,
resource managers), and deploy complex, scalable workloads
on them with a few clicks [2], [3]. Traditionally, workloads
are executed in the cloud or in a limited capacity at the user,
located on resource-constrained endpoint devices at the far
end of the network such as sensor nodes, smart devices, and
IoT devices [4]. To enable new generations of workloads with
strict performance and privacy requirements, the cloud-centric
view of computation is shifting outwards towards the edge,
close to users. Edge computing offers low latency, energy-
efficient data processing by processing data in-the-field, close

Endpoint 

Increasing Resource Constraints

Increasing Scale, Bandwidth and Communication Latency to Endpoints 

Edge Cloud 

Owned by Users Owned by Service Providers 

Fig. 1. An overview of the compute continuum (key properties shown as
arrows at the bottom) with endpoints, edge servers, and cloud infrastructure.

to where it is generated using decentralized, heterogeneous,
and mobile computing devices often with limited resources.
Domains with edge workloads include the Internet of Things
(IoT) [5], self-driving vehicles [6], smart farming [7], smart
industry [8], mobile gaming [9], analytics [10], and machine
learning [11]. With edge computing connecting cloud and user,
workloads previously deployed as cloud-only or endpoint-only
are now distributed in compute, data, and state and across a
compute continuum [12] of cloud, edge, and endpoint devices,
leveraging the best of both worlds: the high-performance,
scalable network-storage infrastructure and high reliability of
clouds with low-latency, privacy-preserving computation of
edge. Figure 1 provides an overview of this continuum.

Though promising, the continuum also presents unique chal-
lenges to workload developers and infrastructure providers.
Unlike clouds, edge computing lacks standardization of devel-
opment guidelines and foundational infrastructure services like
resource managers, scalable storage, or automatic workflow
managers that help with workload deployments [13]–[16].
Hence, developers must decide by themselves how to manage

Figure 3.8: A high-level taken with permission from
the Compute Continuum [16].
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Figure 3.9: LLM ecosystems architecture for inference
workflows aligned with the Compute Continuum.

RedHat’s Openshift Container Platform for workload management and determining the “the optimal node
in the cluster is for each pod to run on” [130].

External systems: IBM implements component R , Dynamic Database System, through Elasticsearch, an
IBM-provided service, coupled with Watsonx Assistant, with RAG capabilities and the ability to access web
resources [131]. For component S , Static Database System, IBM uses Milvus within WatsonX Data to store
precomputed embeddings, enable efficient similarity searches, and thus reduce real-time query load by up to
40% [132, 133]. The external systems are linked to the Inference Engine K and to the Orchestrator and

Monitor G .

3.4.3 Alignment with the Compute Continuum

We align our RA with the Compute Continuum, a peer-reviewed reference architecture proposed by Jansen
et al. and a community standard. In Figure 3.8, we present a high-level view of the continuum, comprising
three main tiers: the endpoint, the edge, and the cloud. These pivotal elements align with the tiers outlined
in the reference architecture we propose in Section 3.1.

Endpoint: The LLM inference process begins from the endpoint, where users give prompts via the LLM front-

end P2. The main endpoint infrastructure is represented by regular user devices, such as mobile devices,

desktops, or laptops P4, leveraging the operating system and resource manager of the device itself P3, yet
the endpoint could also be accessed via APIs (e.g., OpenAI API). The endpoint infrastructure redirects the
workload to the edge.

Edge: Running large language models at scale on the edge becomes unmanageable when demand grows [118,
134]; to address the growing demand of running large-scale LLMs (over 10B parameters, [118]) at nowadays
massive-scale public of users, LLM services use the edge for redirecting the workload to the most suitable
datacenter capable of providing the best combination of performance, financial, sustainability metrics [135,

119, 118]. The edge tier is responsible for prompt processing at the application level E1, where prompts are
filtered for matching the service’s policy, optionally system-enhanced (prompt tuning), and further redirected

to the cloud. The back-end component E2, e.g., HuggingFace, provides lightweight AI analysis and contributes
to AI-powered decision-making processes (e.g., routing to datacenters, NLP for analyzing prompts). At the
same time, AWS API Gateway handles secure communication with both the endpoint tier and the cloud tier.

While Edge doesn’t conduct the core inference process, it still contains resource managers E3 for orchestrating
edge devices (e.g., KubeEdge) and for in-edge workload distribution (e.g., AWS CloudFront). Operating

Services E4 monitor, collect performance metrics (Prometheus), ensure responsible AI governance (RAI),
and collect telemetry data for troubleshooting, debugging, and application management (OpenTelemetry).
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Cloud: Once the edge back-end E2 redirects the prompt to the cloud tier, potentially in the form of a

workload for execution, the application layer C1 enables inference processes under the available resources,

using technologies such as AWS SageMaker or Google Vertex. C3, the resource manager, could employ the
Kubernetes-Kueue tuple, where Kubernetes orchestrates containerized workload across the infrastructure,
and Kueue ensures fair workload scheduling. Similarly to the edge tier, yet on a larger scale, operating

services (e.g., C4) collect (e.g., Prometheus) and visualize (e.g., Grafana) datacenter metrics and ensure
responsible AI governance (e.g., RAI). We envision future research in the field of digital twinning, where
state-of-the-art simulators (e.g., OpenDC) serve as key decision-making tools in a simulation-infrastructure

adjustment-simulation loop. The back-end C2 enables distributed computing across the infrastructure (with
tools such as Ray), offer deep learning capabilities (with PyTorch as the state-of-the-art as of 2025 standards),
and employs KV-Caching tools and techniques for enhanced performance (e.g., vLLM). The infrastructure
is primarily composed of GPUs, typically A100/H100, storage systems, which are generally multi-layered for
caching, temporary, and bulk storage purposes, and high-bandwidth networking, such as InfiniBand.

Cloud - Edge - Endpoint: Once the final task response is obtained, the cloud tier forwards the response
to the edge tier, which forwards to the endpoint tier, to which the user has access via the LLM front-end.
Depending on the LLM ecosystem and service, this process can happen in a single step, where the entire
response is offered to the user at once (e.g., Google’s Gemini) [136], or in multiple steps, where the response
is sequentially offered to the user in intermediate steps (e.g., OpenAI’s ChatGPT) [106].

3.4.4 Multi-Ecosystem validation

In this section, we present a high-level validation overview and compare our proposed reference architecture
with real-world ecosystems for serving LLM inference.

OpenAI: OpenAI is one of the largest (perhaps, the largest) LLM providers as of 2025. In Section 3.4.1, we
validated our proposed reference architecture against the ecosystem OpenAI uses to serve LLM inference.
Although OpenAI does not disclose some of the components we include in our reference architecture, OpenAI
still releases sufficient information for our validation. We identify that OpenAI mainly uses ChatGPT,
Azure, Oracle, and vLLM; we also identify that components of our reference architecture closely match the
components OpenAI use in their LLM inference ecosystem.

IBM: IBM is one of the largest LLM providers as of 2025. In Section 3.4.2, we validated our proposed
reference architecture against the ecosystem IBM uses to serve LLM inference; IBM releases to the public
large amounts of information on how they deploy and operate LLM ecosystems, although not fully disclosing
all components (e.g., prompt-response caching system). We identify that IBM mainly relies on Watson,
OpenShift, and vLLM, and the components of our reference architecture closely match the components IBM
discloses as used for LLM inference.

Ubicloud: Ubicloud offers an open-source alternative to cloud providers like AWS, Azure, and Google
Cloud [75]. Ubicloud envisions an LLM Inference stack and publishes details of this ecosystem through
their engineering blog [75]. Ubicloud LLM service is EuroGPT [110], which runs Meta’s Llama 3.1 405B
model on European infrastructure and uses Llama Guard for prompt moderation [139]. In the overview
of LLM ecosystems from Table 3.1, we provide a high-level overview of LLM inference technologies from
Ubicloud [75]. We identify the Ubicloud ecosystem as mainly leveraging EuroGPT, Llama-3.1 405B [145],
vLLM, and Kubernetes; our reference architecture closely matches the components of the ecosystem Ubicloud
proposes.

Databricks: Databricks is one of the largest (perhaps the largest) AI and data lakehouse platforms as of 2025.
Databricks offers services for serving AI, including serving LLM inference, and provides extensive informa-
tion about their AI/LLM inference stack through their online documentation [142, 138, 111, 143]. In the
overview of LLM ecosystems from Table 3.1, we align the components from our reference architecture with
real-world components from the Databricks ecosystems. We identify that Databricks serves LLM inference
mainly through MosaicAI, a “platform for building, evaluating, deploying, and monitoring generative AI ap-
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Table 3.1: Overview of the proposed reference architecture against real-world ecosystems for serving LLM
inference. U/U = using, but the component is unnamed, N/D = not disclosed.

ID Component Name IBM Ecosystem OpenAI Ecosystem Ubicloud Databricks

A Input Interface WatsonX [125] ChatGPT [106] EuroGPT [110] Databricks
Notebooks [137]

B Output Interface WatsonX [125] ChatGPT [106] EuroGPT [110] Databricks
Notebooks [137]

C API WatsonAssistant [126] OpenAI API [112] Ubicloud API [75] MosaicAI Serving [138]

D Input Preprocessor Watson [126] N/D Llama Guard [139] Databricks
Guardrails [111]

E High-level WMS WatsonX [126] Kubernetes [113] Scheduler,unnamed [140] N/D

F In-cluster WMS Kubernetes, Openshift Kubernetes, AWS [113] Scheduler,unnamed [140] Kubernetes [141]

G Orchestrator
Monitor

WatsonX Governance [127] Azure [114] EngineCore [140] MosaicAI [138]

H Prompt-Response
Caching System

N/D U/U [11] N/D N/D

I Inference Supervisor WatsonML [128] kubernetes-ec2-
autoscaler [113]

AsyncLLM [75] MosaicAI [138]

J Infrastructure Openshift [130] Azure, Oracle Cloud
Infrastructure [114]

Ubicloud [75] Databricks (U/U)

K Inference Engine vLLM, TensorRT [129] N/D, LLM, TensorRT
[116, 117, 118, 119]

vLLM [75] TensorRT,
TensorFlow [142]

L Infrastructure WMS Kubernetes Kubernetes [120] Cloud Hypervisor [110] Kubernetes [141]

M Computing Unit U/U U/U U/U U/U

N Memory Racks U/U U/U U/U U/U

O Storage Racks U/U U/U U/U U/U

P KV-Caching U/U U/U U/U U/U

Q Output text U/U U/U U/U U/U

R Dynamic Database Elastic Search [131] Azure AI Search [114] Lantern [139] Databricks
Vector Search [143]

S Static Database Milvus [132, 133] vCore Azure Cosmos,
Mongo DB [123]

PostgreSQL [139] Delta Lake [144]

T Output Preprocessor N/D N/D Llama Guard [139] Databricks
Guardrails [111]

plications (gen AI apps)” [146], coupled with NVIDIA’s TensorRT and TensorFlow for serving inference [142].
Moreover, Databricks uses their in-house build system for input/output filtering, Databricks Guardrails [111],
and Databricks Vector Search and Delta Lake for dynamic and static database systems [143, 144]. Overall,
we identify that the components from our reference architecture closely match (abstractise) the real-world
components from the Databricks ecosystem.

3.5 Requirement Validation

In this subsection, we present how the proposed reference architecture addresses each design requirement and
principle detailed in Section 3.2.

(DR1) Ensure the validity of the reference architecture.
We regard our reference architecture as situated in the middle of the spectrum, ”low-high-level.”, as
a mid-level conceptual model.

Firstly, we align with two mid-low-level LLM ecosystems, used by the largest LLM providers of 2025,
OpenAI and IBM. We validate our proposed reference architecture by mapping each component
to elements of the real-world equivalent ecosystems. We identify that some components may not
be disclosed by one provider, but are disclosed by the other provider (e.g., the prompt-response
caching system). Similarly, we identify that some components are not recognized or distinguished as
components. Still, the released documentation acknowledges the existence of such functionality and
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system (e.g., the input preprocessor from the edge).

Secondly, we align our reference architecture with a high-level conceptual model of the ICT Compute
Continuum, a scientific, peer-reviewed, and community-standard model for conceptualizing the ICT
field.

Thus, we align our reference architecture across three gradual steps on the low-to-high-level spectrum,
encompassing both the industry and academic worlds. We, therefore, argue that we have proven the
validity of our proposed reference architecture.

(DR2) Ensure the usefulness of the reference architecture.
We identify and address the design requirement of usefulness, defined and subjectively quantified by
the “real-world purpose which motivates its (note: the reference architecture’s) creation.” We moti-
vate the need for a reference architecture which would aid various groups of stakeholders, especially
decision-making LLM/infrastructure operators, researchers, and students, in offering a high-level pic-
ture of the ecosystem, with high-level components which otherwise could be omitted or misinterpreted
even by experienced groups [147].

(DP1) Design components with clear distinct responsibilities.
We identify and address the design principle of clearly distinguishing components with distinct re-
sponsibilities and, thus, adhering to the community standards for defining reference architectures.
We distinguish components by two layers of abstraction. From a high-level perspective, we identify
three main distinct large-components (tiers): the front-end, the lightweight infrastructure, and the
datacenter(s) (heavyweight, massive-scale infrastructure). In other words, we identify the endpoint,
the edge, and the cloud. From a lower-level perspective, yet still high enough to offer abstraction, we
identify components for each tier, each with its own specific responsibility and scope. We detail in
Section 3.3 how components interact and make the inference process of the LLM ecosystem tick.

(DP2) Group related components.
We identify and address the design principle of grouping related components according to their
responsibility. We identify the main tiers, namely (i) front-end, (ii) lightweight infrastructure, and (iii)
the datacenter, and identify the main components for each tier. (i) For the front-end tier, we identify
the input and output interface, with which the user interacts and we, thus, group together. (ii) In the
lightweight infrastructure, we identify components for preprocessing prompts, conducting workload
management and scheduling, and outputting the response to the user; we identify a main common
responsibility for each element in the lightweight infrastructure (edge) of being a middleware between
the endpoint and the cloud. (iii) For the tier of in-cluster processing (i.e., cloud, datacenter), we group
elements directly contributing to inference management, execution, and supervision. Furthermore,
for each inference process, we group the inference supervisor with the corresponding set of (sub)tasks

it executes (e.g., I10 supervisor grouped with I11-I15).

(DP3) Aim for extensibility and modularity.
We identify the design principle of extensibility and modularity by designing the RA in accordance
with community-vetted standards for RAs [16, 15], adapted from software architecture practices [103].
Each component of the architecture contains a degree of abstraction sufficient to both understand the
purpose of a specific component (e.g., infrastructure, orchestrator and monitor) and to be replaced

or extended. For example, component G , the Prompt-Response Caching System, allows future
stakeholders to extend, detail, or even skip entirely, based on individual needs and visions on the
LLM ecosystem. This design principle is crucial for the lifespan and adoption of the proposed
reference architecture.

(DP4) Separate mechanisms from policies and goals.
We identify and address the design principle of distinguishing between mechanisms, policies, and
metrics. Corroborated with (DP1), we design each component as single-purpose, and separate mech-
anism elements, answering how it operates, (e.g., input interface, prompt-response caching system),
from policy elements how decisions are made (e.g., in-cluster WM&S ), from goals/metrics elements
(e.g., orchestrator and monitor). Consequently, systems such as the infrastructure or prompt-response
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caching system contain both mechanisms and policies, yet without diminishing the validity and ad-
herence to (DP4) or (DP1).

(DP5) Cover end-to-end prompt-to-response LLM workflow.
We identify and address the design principle of modeling the complete feedback loop, from the user
input to the system output. Specifically, this is represented by an outgoing arrow from the user to
the input interface, and an incoming arrow from the output interface to the user. In Section 3.3.1,
we detail the execution phase, spanning the workflow from the user’s prompt to the assembled final
response, and in Section 3.3.2, we detail the response phase, spanning the workflow from the assembled
final response to its delivery on the output interface.

(DP6) Support multiple users in the ecosystem.
We identify and address the LLM ecosystem-specific design principle of designing a reference architec-
ture which accommodates multiple users interacting simultaneously with the ecosystem. For better
comprehension purposes, we visually represent only two users, yet present and detail the inference
process for a many-user interaction (Section 3.1). We emphasize the role of each component respon-
sible for the multi-user operability, especially the role of the high-level WM&S from the lightweight
infrastructure, the in-cluster WM&S, the prompt-response caching system, and the orchestrator and
monitor.

(DP7) Model components responsible for decision processes across the system.
We identify and address the LLM ecosystem-specific design principle of employing components re-
sponsible for decision-making processes, such as the workload manager and schedules D , E , the

orchestrator and monitor F , central to the cloud infrastructure, the and the inference supervisors

I10, I20. These decision-making components span both lightweight infrastructure and datacenter
tiers, responsible for management and supervision across different layers of the ecosystem.

(DP8) Model different types of prompts execution workflow.
We identify and address the design principle of modelling flexible prompts by presenting two different
inference execution processes, one of which contains branching prompts that ultimately aggregate
in a final response, and one which contains no branching, but only reasoning. For simplicity and
visual comprehension, we model only two examples, yet still covering the distinct execution behaviour
inference processes have..

3.6 Discussion

We summarize contributions of this chapter, envision future research, and discuss potential threats to validity.

Summary: In this chapter, we propose and validate the first comprehensive reference architecture for LLM
ecosystems under inference, following the vetted AtLarge Design Process [14], and addressing RQ1. We
validate this reference architecture by aligning with the Compute Continuum [16], with a state-of-the-art
ecosystem from IBM, and with an LLM inference ecosystem from OpenAI. The proposed reference architec-
ture, combined with a design focused on long lifespan, enables LLM operators, researchers, and students to
gain a better understanding of the ecosystem and, where applicable, make more informed decisions.

Future Research: We envision future research in modeling LLM ecosystems. LLM training is a resource-
very-hungry [3, 39], computationally intensive [39, 40, 5], financially expensive [5, 36], and sustainability-
concerning [148, 18, 19]; similarly, to the inference process, currently there is no comprehensive reference
architecture of LLM ecosystems under the training phase. We also envision future work in modeling and
simulating the inference process with different types of prompts, e.g., prompts with no intermediate tasks,
deep research prompts [149], and prompts with intermediate tasks (reasoning).

Threats to Validity: The reference architecture proposed in this chapter has been designed in accordance with
a well-established set of design requirements and principles, utilizing state-of-the-art design and validation
methodologies, and leveraging resources and knowledge from the open-source and open-science communities.

While comprehensive and universal, we cannot guarantee full-spectrum validity regarding alignment with
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existing closed-source ecosystems. However, we expect those ecosystems to follow a similar (if not identical)
reference architecture. Offering an analogy from physics, we can completely validate or invalidate only
theories and principles applicable to the known universe; there is no theory or principle of physics for which
we can guarantee it holds in the unknown universe. Similarly, there is no reference architecture for which
one can guarantee its validity in the “unknown universe.”
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4
Design of Kavier: a tool for simulating LLM
inference and KV-Caching

LLM ecosystems are becoming increasingly large, distributed, and heterogeneous, and raise performance,
sustainability, and efficiency concerns [10, 86, 53, 3]. It is crucial to understand how LLM ecosystems, and
the (eco)systems orchestrated by LLM ecosystems, operate and behave at scale. Addressing this concern, in
Chapter 3, we proposed the first comprehensive reference architectures of LLM ecosystems under inference,
which provide a vital conceptual overview of the LLM continuum. We envision simulation as a natural next
step for systematically anticipating how LLM ecosystems would behave under different workloads and con-
figurations; simulation enables experimentation and prediction of performance, sustainability, and efficiency
in a time and cost-efficient way [7, 1].

Designing a simulator capable of cache-awarely predicting the performance, sustainability, and efficiency
of LLM ecosystems under inference, using discrete-event simulation, is a critical yet non-trivial scientific
challenge. Currently, there is no such scientific instrument. This raises the research question: (RQ2) How to
design Kavier, a scientific instrument for cache-aware simulation analysis of the performance, sustainability,
and efficiency of LLM ecosystems under inference?

In this chapter, we address the RQ2 by designing Kavier, a first-of-its-kind scientific instrument for cache-
aware simulation of the performance, sustainability, and efficiency of LLM ecosystems under inference. In
Chapter 5, we leverage this design to create an implemented prototype of the simulator, further integrated
with a top-tier, community-vetted, and peer-reviewed data center simulator. In Chapter 6, we validate our
design through real-world, trace-based experimentation.

4.1 Overview

We design Kavier matching the state-of-the-art AtLarge design process of designing computer systems and
ecosystems [14]. Our contribution in this chapter is seven-fold:

1. We define and establish functional and non-functional requirements for Kavier in Section 4.2.

2. We propose a high-level design for the architecture of Kavier in Section 4.3.

3. We present models Kavier uses to simulate the performance of LLM inference in Section 4.5. These
models simulate LLMs under various caching policies, both for KV-Caching and prefix matching.

4. We present models Kavier uses for predicting sustainability in Section 4.6.

5. We present models Kavier uses for computing efficiency metrics, namely performance-cost and sustainability-
cost in Section 4.7.

6. We address each functional and non-functional requirement in Section 4.8.
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7. Lastly, we reflect on our design and envision future work in designing simulation instruments for LLM
ecosystems Section 4.9.

4.2 Requirements Analysis

In this section, we establish a set of functional requirements (FRs) and non-functional requirements (NFRs)
that guide the design process of Kavier, a tool for simulating LLM ecosystems under inference, with a focus
on the caching component. This matches stage 1 of the AtLarge Design Process on Distributed Systems and
Ecosystems [14].

Main Functional Requirement (MFR): Simulate performance, sustainability, and efficiency of LLM
ecosystems under inference.

4.2.1 Functional Requirements

We identify a set of six functional requirements which guide our design process and tell “what the system
should be able to do” [46].

(FR1) Support holistic simulation of the LLM inference process.
The simulator should model the entire LLM inference process executed in the cloud tier, both the
prefill and the decode stage. Kavier should support splitting the inference process between these two
stages and tailor it accordingly to the different performance characteristics of each stage. Furthermore,
Kavier should be a discrete-event simulator with a user-configurable prediction granularity. Without
(FR1), Kavier would omit the distinct behaviours of prefill and decode and, thus, cannot accurately
simulate the performance of LLM workloads.

(FR2) Simulate with cache awareness.
Kavier, as a cache-oriented simulator for LLM inference, should support the simulation of the key-
value caching (KV-Caching) mechanism used in transformer models. Kavier should allow for en-
abling or disabling KV-Caching for the simulation scenario, thus enabling comprehensive modelling
of real-world LLM processes and facilitating versatile experimentation. Without (FR2), the tool can-
not explore impacts of caching policies on performance (FR3), sustainability (FR4), and efficiency
(FR5).

(FR3) Predict the performance of the LLM ecosystem under workload.
The simulator should predict ecosystem performance, specifically, predict latency and throughput.
We identify latency as the amount of time required to answer a prompt; we identify throughput
as the number of tokens that can be executed per second. We consider a sequential execution of
prompts and identify prompt parallelisation as an area of future research in the simulation of LLM
inference. Results should be recorded in a structured trace format, both as a task-based trace,
containing cumulated trace details, and as a fragment-based trace, detailing snapshots of each task,
snapshots taken at a user-established granularity. Without (FR3), Kavier would not provide insight
into performance metrics, thus limiting a further accurate evaluation of sustainability and efficiency
metrics.

(FR4) Predict the sustainability of LLM ecosystems under workload.
The simulator should predict the ecosystem’s sustainability, using models for estimating the energy
consumption of the GPU infrastructure and the resulting CO2 emissions for the simulated workload.
Kavier, coupled with a peer-reviewed simulator, should predict power usage over time, following
the user-established granularity, and the total energy consumption run by a batch of LLM inference
workloads. Addressing the increasingly concerning CO2 emissions for large-scale and massive infras-
tructure, Kavier should predict the carbon footprint of LLM inference workloads, using real-world
CO2 traces. Without (FR4), the simulator cannot assess the sustainability impact of LLM inference,
a pivotal concern in a digital world with increasingly overexploited resources.

(FR5) Predict the efficiency of LLM ecosystems under workload.
The simulator should predict efficiency metrics of the ecosystem, using a configurable financial model
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and the performance and sustainability metrics expanded in (FR3) and (FR4), respectively. Kavier
should allow for performance-cost metrics, estimating financial cost per token per second. Kavier
should also allow for performance-sustainability metrics, estimating sustainability cost per token per
second. (FR5) thus enables a clear and direct comparison between ecosystems, aiding stakeholders
in making informed decisions when deploying, maintaining, and expanding LLM ecosystems.

(FR6) Design Kavier compatible with other simulators and extensible.
The simulator should allow simple integration with a peer-reviewed datacenter simulation framework,
and be designed following modularity principles. Kavier’s output should align with the datacenter
simulator’s input formats (e.g., input traces, experiment setup). Kavier should also be designed as
modular, and further engineered strictly following this design approach, thus aligning with state-
of-the-art software architecture and design principles [103]; this functional requirement is crucial for
ensuring long software life and allowing for adding future functionality. Without (FR6), Kavier would
have limited usefulness as a universally applicable simulator, hindering its adoption and evolution as
part of a datacenter simulator.

4.2.2 Non-Functional Requirements

In addition to the set of functional requirements aforementioned, we identify four non-functional requirements,
which guide the design and engineering process of Kavier, and tell us “how well the features should work” [46].
We address non-functional requirements at implementation and integration time, in Section 5.5.

(NFR1) Provide in-meeting, near-interactive, same-day simulation results.
Cloud infrastructure currently operates at an unprecedented scale [69, 47]. The system should
run efficiently, output the simulation results promptly, and support predictions of very large-scale
batches of tasks. Simulating system performance should take less than 1% of the actual run of the
experiment, for prompts with prefill and decode times larger than 10 seconds cumulatively. For
example, if a batch of 1,000 prompts, each 10 seconds long, would take 10,000 seconds in total,
Kavier should offer predictions in a matter of 1-2 minutes. Similarly, we identify the requirement
of selecting a fast and efficient, peer-reviewed datacenter simulator that can predict system sus-
tainability rapidly. However, although relevant for the speed of the overall system’s performance,
optimizing external simulators (e.g., the datacenter simulator) is beyond the scope of this paper.
Without (NFR1), the Kavier cannot be reasonably used in interactive settings or for large-scale
batches of LLM workloads.

(NFR2) Aim to provide adequate simulation accuracy.
The predictions produced by Kavier should be on par with reality and within a Mean Absolute
Error Ratio (MAPE) margin of 10%. MAPE penalizes overestimates and underestimates equally
throughout a series of predictions, making it suitable for quantifying the accuracy of discrete-event
simulations. The timing predictions should be calibrated against empirical data traced from real-
world systems. Without (NFR2), the instrument would give unreliable insights. We later validate
Kavier’s accuracy of prefill and decode time, through trace-based experiments in Chapter 6.

(NFR3) Facilitate reproducibility and open science.
The results produced by Kavier should be fully reproducible, and Kavier should be built and
released in accordance with open-science principles. The code, configuration, and experiment
traces should be made available, thus adhering to principles of open source and open science.
Simulation involving randomness should be controllable via seeds to ensure perfect reproducibility
of the experiment. Kavier should be released with rigorous documentation and tutorials for usage.
We regard (NFR3) as a critical requirement for Kavier to be considered a real and valuable
contribution to the scientific community.

(NFR4) Adhere to modern software design and development standards.
The simulator’s codebase must be maintainable and adaptable for future changes in LLM systems.
The codebase should contain clean code and adherence to software engineering best practices, such
as modularity, clarity, and tests. The system should not only be to this work but should integrate
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Figure 4.1: Overview of the high-level architecture of Kavier and OpenDC.

with a peer-reviewed datacenter simulator, evolve, and adapt to future engineering. Without
(NFR4), Kavier’s future development and maintenance would be unsustainable in the long run.

By meeting the above functional and non-functional requirements, Kavier would serve as a KV-Cache-aware
LLM inference simulator, providing accuracy, efficiency, speed, and utility for various stakeholder groups,
with a long software lifecycle and simplicity in expansion by future contributors.

4.3 Overview of Kavier

In this section, we present a high-level overview of Kavier as coupled with OpenDC, a state-of-the-art, peer-
reviewed simulator. The holistic simulation infrastructure follows a discrete-event simulation model (FR1),
and predicts performance (FR3), sustainability (FR4), and efficiency (FR5) of both small and massive-
scale batches of LLM inference workloads. Kavier integrates with OpenDC, an open-source, peer-reviewed,
and state-of-the-art simulation framework for datacenters, with over 8 years of development, operation, and
constant contributions to the scientific community [7, 78, 68, 70, 69, 17]. Following the AtLarge Design
Process [14], we design, implement, and validate Kavier iteratively; this process begins with bootstrapping
the creative process (stage 3), then focusing on the high-level and low-level design (stage 4) [69, 14].

4.3.1 Design Choices

In this section, we analyze design choices of the high-level architecture of Kavier. We identify three main
classes of analysis: type of simulation (e.g., discrete-event, continuous, or total), integration with other
simulation tools, and simulation pipeline. We now discuss each alternative.

(DC1) Discrete-event simulation: We identify three main simulation models: discrete-event simulation,
continous-simulation, and total simulation. We identify discrete-event simulation as the most suitable for
addressing the MFR, as this simulation model enables both post- and during-prediction analysis, unlike total
simulation, which offers only overall results without providing insights into how the ecosystem evolves [7, 60].
We also identify continuous simulation model which, however, does not align with LLM inference operational
model, which involves discrete-events (e.g., token generation, cache hits/misses) occuring at a specific gran-
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ularity. In contrast, discrete-event simulation matches LLM inference by matching the operational model of
LLM inference, and simulating at a user-established granularity.

(DC2) Integration with other simulators: We identify three main simulation scopes (later modules) for
Kavier: performance (FR3), sustainability (FR4), and efficiency (FR5). For each scope, we identify two
design choices: we can either leverage existing, peer-reviewed work or design and implement from scratch. We
analyzed, per scope, peer-reviewed literature and identified instruments for predicting the sustainability of
(LLM) Ecosystems under workload, but no instrument capable of predicting performance or efficiency of LLM
ecosystems, both cache-awarely and discrete-event. We thus choose to leverage a simulator with peer-reviewed
capabilities for predicting sustainability, instead of building our own sustainability simulation module. We
argue that, although adapting Kavier to an external simulator increases the engineering complexity compared
to creating an in-Kavier module dedicated to simulating sustainability, adapting and using peer-reviewed
functionality is more important. We thus choose to design and engineer only the modules that have never
been explored before by our community (i.e., performance and efficiency), and leverage the peer-reviewed
capabilities of a simulator for predicting sustainability.

(DC3) Simulation pipeline: We identify the MFR of predicting performance, sustainability, and efficiency of
LLM ecosystems under inference. We identify four main pipeline architectures: 1) sequential pipeline (first
performance simulation, then sustainability simulation, and lastly efficiency calculation), 2) parallel pipeline,
where all modules run simultaneously with a final aggregation, 3) integrated pipeline, with a single monolithic
simulator handling all the simulation and calculation aspects, and 4) hierarchical pipeline, adopting a multi-
level simulation with different granularities. We identify a hybrid pipeline between the aforementioned
pipelines, basing on a sequential design, where firstly the simulation system predicts performance (FR3),
then sustainability (FR4), then efficiency (FR5). This pipeline enables per-module validation, which also
allows for individual module adoption (thus, for leveraging the sustainability module from a peer-reviewed
simulator, DC2). This pipeline, unlike the others, allows for a human-in-the-loop setup, who can manual
verify and analyze between stages, orchestrate stages based on their needs, and make adjustments. Moreover,
this architecture allows for failure tolerance, if a module fails (e.g., financial efficiency is functional without
sustainability predictions, performance simulation is functional without sustainability simulation) (FR6)
and simplified debugging. Lastly, this pipeline maximized modularity and validation rigor, while adhering to
principles of software design and architecture [103, 150], and addressing (NFR4).

Throughout the design process, also matching the community-standard methodology on designing computer
systems and ecosystems [14], we identify and analyze multiple design choices and select the option (usually, the
tradeoff) that best aligns with the established requirements. For example, in Section 4.4, we analyze various
designs of a system able to simulate performance with cache-awareness. In Section 4.5, we analyze two main
design choices in simulating GPU performance, and compare simulation leveraging empirical-measurements
and simulation leveraging mathematical and statistical approaches.

4.3.2 Kavier Input

The Kavier process begins in the input stage, where Kavier receives the experiment setup. Through LLM
Configuration A , the user can either select a prefab from the LLM Library or build their own by offering to

the system the configuration parameters. Similarly, through GPU Configuration B , the user can either select
a prefab from the GPU Library or build their own. The Prompt trace contains two mandatory columns, the
amount of input tokens and the amount of output tokens, and two optional columns, the tokenized input and
the tokenized output; while the latter columns are optional for the overall simulation process, their presence
allows for simulating with Prompt Prefix Caching policies J . The Simulation Setup D allows the user to
configure and customize the simulation based on their own needs and preferences, and provides configurable
options such as snapshot granularity, simulation models, and output preferences.

4.3.3 Performance Simulator

Once the simulation setup is finalized, the simulation process begins. The Performance Simulation Engine E
orchestrates and manages simulation processes which predict throughput and latency metrics (FR3). Firstly,
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the simulator predicts the duration of the prefill and decode stage, following a cache-aware simulation ap-
proach I , J (FR2). We identify caching as a central component of Kavier, with major and various impacts
on the simulation time, highly dependent on the simulation policy.

Secondly, once Kavier predicted the amount of time per prefill and decode stage, it breaks the simulation
time in simulation snapshots, based on the simulation granularity the user selected (FR1), following the
formula Ni = ⌈(Tp + Td)/Ti⌉, where Ni is the number of intervals at which snapshots occur, Tp is the prefill
time, Td is the decode time, and Ti is the user-selected granularity at which the snapshoting occurs. For
example, if the prefill time is 1.1, decode time is 9.0 seconds, and user selected a snapshotting interval is of
1 second, this would result in a total of 11 snapshots (⌈1.1 + 9.0⌉ 10 = ⌈10.1/1⌉ = ⌈10.1⌉ = 11 snapshots).

Thirdly, for each monitoring snapshot, Kavier simulates KV usage K and GPU usage L , following trace-
based simulation models which allow for versatile, stage-specific predictions (FR1), thus capturing the specific

and distinct behaviours of prefill stage and decode stage. Both components K and L are linked to the
caching system, which naturally influences the usage of the infrastructure based on the presence or absence
of caching, or based on the caching policy (FR2).

Lastly, once the Inference Simulation Engine E finishes the simulation process, it transfers data to compo-

nent M , where a Performance Report is generated. This report contains Kavier’s predictions on inference
latency per prompt and system throughput (FR3). This data is ultimately transferred to the efficiency

module ad is essential to compute the Performance-Financial Cost W , and to N , where Kavier’s predic-
tions are adjusted and made compatible with OpenDC input requirements. This results in a Kavier-output,
OpenDC-input file. The transfer between Kavier and OpenDC happens through an internal API between
the systems Z .

4.3.4 OpenDC Input

OpenDC input consists of specifications of hardware infrastructure, simulation setups, and workload traces.
The GPU configuration from B coincides with the configuration from O ; this configuration can either

be manually set up by the user or can be selected from a list of prefabs. Component P represents the
simulation setups of OpenDC, partially coinciding yet not exhaustively with the simulation setup of Kavier.
Component Q is the workload trace OpenDC uses to predict energy consumption, while component R is
the CO2 trace OpenDC uses to predict the amount of CO2 emitted for running the batch of inference tasks
in a real-world environment. All the inputs are forwarded to the Sustainability simulation engine S .

4.3.5 Sustainability Simulator

Following a similar approach of discrete-event simulation, OpenDC’s simulation process is orchestrated by
a Sustainability simulation engine S . This firstly predicts the amount of energy the GPU infrastructure

would consume in a real-life setup, through the Energy Estimator T (FR4).

Once energy predictions are completed, the Sustainability simulation engine redirects results for a CO2
estimator U , a tool which leverages the given CO2 trace and the predicted amount of energy consumption
and predicts the amount of CO2 consumed at every timestamp, following the granularity selected by the
user (FR4), (FR1). The CO2 estimator component of OpenDC is proposed and detailed in depth by
Niewenhuis et al. in [70].

Lastly, the sustainability predictions are aggregated into a Sustainability Report V (FR4). The sustainabil-

ity report is transferred through the API interface Z to Kavier, into the efficiency module, and is essential

in computing Performance-Sustainability Cost X .

4.3.6 Efficiency Simulator

Addressing (FR5), the efficiency component computes Performance-Financial Cost W , represented in price

per token per second, and the Performance-Sustainability Cost X , expressed in watts per token per second.
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The Performance-Financial Cost, component W , simulates economic efficiency by combining a predefined,
yet simple to modify and expand (FR6), financial model with the Kavier-simulated performance. Specifically,
the simulator computes the cost of serving LLM inference under given hardware price, amortized over the
number of tokens generated per second. Similarly, the Performance-Sustainability Cost, component X ,
quantifies environmental costs. Environmental efficiency by combining power usage with token throughput.
We identify power usage as a more robust metric than CO2 emissions, as CO2 emissions are location-
dependent (different locations, especially countries, emit varying amounts of CO2 for energy production),
whereas power usage is location-independent. We expand both efficiency models in Section 4.7.

4.4 Kavier Components for Simulating Key-Value and
Prompt-Prefix Caching

In this section, we expand the caching abilities of Kavier, able to simulate key-value caching mechanisms
in LLM inference (FR2). KV-Caching is a technique widely used in large-scale LLM deployments, which
improves performance by reducing redundancy computation during the autoregressive decode phase [116,
10, 86, 84]; we expand KV-Caching simulation in Section 4.4.1. We also model prompt prefix caching, a
technique which stores previously computed results in a caching system for a given period, and, if prompted
again within the period, the system retrieves from memory instead of recomputing; we expand this caching
technique in Section 4.4.2.

4.4.1 KV-Caching Simulation

Design Choices: We identify two main design choices for facilitating (KV-)cache-aware simulation (FR2).
First, we consider predicting the average KV-Caching usage for the entire inference (total-simulation model).
Second, we consider simulating KV-Caching at each timestamp at a user-selected granularity (discrete-event
simulation model). We identify the latter approach to be better suited for Kavier, as it provides precise
estimations of the KV-Cache usage at each timestamp and at adjustable granularity. Thus, discrete-event
simulation model allows operators to analyze the ecosystem in finer detail and analyze how caching usage
evolves over time. However, this discrete-event simulation approach comes with a higher performance cost
(O(n)), compared to the total-simulation model, where KV-Caching is estimated only once, as an average
over the simulation (O(1)).

We simulate following a discrete-event simulation approach [7]. During autoregressive generation, at each
timestamp, the model takes as input the new token and the past keys/values from previous tokens’ attention
layers; then, instead of recomputing, the model caches the already computed states while generating tokens.
For example, the model computes the attention layer for the first token from scratch. Then, for token 2, the
model recomputes the attention only for token 2, and retrieves from the cache the layer for token 1. Then,
for token 3, the model reuses the result for tokens 1 and 2. This process runs recursively until the last token
is decoded.

KV-Caching reduces the time complexity from quadratic to linear. Specifically, KV-Caching reduces the
time complexity from O(n2), where the model would process all n previous tokens for each of the n tokens,
to O(n), where the model only processes the new token and retrieves the past n computations from the
cache. In our simulator, we assume KV-Caching as enabled by default, reflecting the current state-of-the-art
in nowadays LLM serving frameworks (e.g., vLLM 0.9.1 [116]). However, the current design also allows
disabling KV-Caching, improving Kavier’s versatility for various scenario simulations.

The memory used by KV-Caching for each prompt is simulated using the community-vetted formula repre-
sented in Equation (4.1).

KVusage = 2 × L×H × d×N × sizeof(type) (4.1)

where L is the number of transformer layers in the model, H is the number of attention heads, d is the dimension per

head, N is the number of tokens in the sequence, and sizeof(type) represents the size of the data type in bytes (e.g.,
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Listing 4.1: KV-Caching, enabled and disabled.

1 def get_decode_time(...):

2 ...

3 if kv_cache:

4 return n_out * time_per_token

5 else:

6 return (n_out * (n_out + 1) / 2) * time_per_token

Figure 4.2: Prompt caching analogy used by OpenAI. Figure from [11].

float16 represents 2 bytes, float32 4 bytes). The factor of 2 represents storing two matrices, one for keys and one for

values.

The logic of computing decoding time reflects the versatility of decoding with and without using KV-Caching,
thereby illustrating the linear and quadratic behavior of the decoding stage. We represent this functionality
in Listing 4.1, where nout represents the number of output (decode) tokens.

4.4.2 Prompt Prefix Caching

Prefix caching is a system-level technique for performance improvement that caches new, unseen queries for
a fixed amount of time. If a new query arrives with a matching prefix (e.g., the first 256 tokens), the results
of the previous computations are retrieved from the cache instead of being recomputed [11]. While, to the
best of our knowledge, OpenAI is the only company as of July 2025 to acknowledge using a similar caching
technique, we believe it is an industry standard. However, it is still hidden under the curtains of closed-source
codebases and inference pipelines.

OpenAI utilizes a prompt cache for very long prompts, exceeding 1,024 tokens, where they store/retrieve the
prefill weights from the cache and do the decode stage independent of cache hit/cache miss; this approach is
reported to have reduced latency by 80% and costs by 50%. In Figure 4.2 we showcase a figure taken from
OpenAI’s official blog on prefix caching [11]. On the left-hand side is a user prompt. If the first n tokens
match and n exceeds the minimum threshold for the number of tokens in the matching prefix, then there is
a cache hit (top right). However, if there is even one token in the prefix that doesn’t match, the system gives
a cache miss, even if the other tokens perfectly match (bottom right).

Design Choices: We identify two main design choices for designing a prompt prefix caching system. First, we
consider the exact-match approach, which OpenAI uses, where any mismatch in the cached prefix results in a
cache miss (i.e., if there is at least one token which does not match, there is a cache miss). Second, we consider
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Listing 4.2: Prompt caching pseudocode.

1 PREFIX_CACHE = {}
2 PREFIX_CACHE_MIN_LEN = 256

3

4 for prompt in prompts:

5 if len(prompt) > PREFIX_CACHE_MIN_LEN:

6 prefix = prompt[:PREFIX_CACHE_MIN_LEN]

7 if prefix in prompt_cache:

8 handle_cache_hit()

9 T_prefill = 0

10 T_decode = simulate_decoding() # will be >0

11 continue

12

13 T_prefill, T_decode = simulate_decoding()

14 if len(prompt) > PREFIX_CACHE_MIN_LEN:

15 handle_cache_miss() # saves the prompt in the cache

an approximate-match approach that allows minor mismatches, configurable by a user (i.e., allows for cache
hit even if at least one of the e.g., 1,024 prefix tokens does not match). We identify the exact-match approach
as better suited for Kavier’s initial design and better suited for simulation-driven experiments from this work,
in which we evaluate various prefix caching policies against OpenAI system. Specifically, the exact-match
approach allows for keeping a similar experimental setup with the real-world ecosystem used by OpenAI. Still,
we envision future research into further designign flexible caching strategies with user-adjustable tolerance
levels for prefix mismatches.

To simulate prefix caching in Kavier, we design a simple representation of a cache store. The user configures
a minimum length parameter; if the prompt length is higher than the user-configured length (i.e., if the
user-configured length is n, and the prompt length is at least n + 1), then the prompt input is cached. As
Kavier iterates through the input trace of requests, we check for each prompt if the first n tokens from the
respective prompt are stored in the cache. In the case of a cache hit, the real-world system would skip the
redundant prefill phase and retrieve the post-prefill data from memory, thereby only performing the decode
stage.

To improve simulator performance, the caching system only contains the input tokens and does not store the
output tokens. Listing 4.2 shows a pseudocode of a system that simulates prompt caching:

We acknowledge the greedy yet powerful approach of this system. Although this design doesn’t take into
account the overhead of cache lookup, nor the overhead of retrieving the cache-stored response, we argue
these actions are insignificant compared to the big model inference times, which would otherwise need to
prefill and decode prompts of hundreds or thousands of tokens. However, albeit insignificant for individual
prompts, in massive-scale operation scenarios, this overhead adds up. We leave the simulation of memory,
memory levels, and networking for future research.

4.5 Kavier Module for Performance Analysis

In this section, we describe the performance models Kavier uses to simulate LLM inference (FR3). The
inference process involves two core stages, prefill and decode, each with different performance particularities.

4.5.1 Performance simulation in the prefill stage

For the prefill stage, Kavier assumes a linear dependence between the number of input tokens and the decoding
time, since the model does a full forward pass for each token in the user-given prompt [10]. Specifically, the
simulator computes the prefill based on the total floating-point operations (FLOPs) required for the prompt,
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divided by the GPU’s throughput in FLOPs per second. According to [151], the number of FLOPs per token
is estimated at twice the number of parameters in the model. The authors explain the processing of one
token as involving a forward pass through all the layers of the model, including both the attention and the
feed-forward networks, which is approximately equivalent to twice the size of the model.

Kavier simulates the GPU’s effective compute throughput by multiplying the amount of FLOPs per second
by the efficiency factor, a hyperparameter that reflects the real-world limitations of GPUs; for example,
empirical research conducted by Recasens et al. shows that LLMs achieve only up to 30-35% of the theoretical
performance due to bottlenecks (e.g., memory, networking) or model (in)optimizations [152]. Similarly,
systems may have overheads before each prompt execution; acknowledging this, we trace and measure real-
world deployments and establish the prefill overhead as a hyperparameter, initially set to 25ms, but user-
adjustable. Transforming the paragraphs above into a formula, Kavier simulates prefill time through the
formula defined in Equation (4.2).

Tp =
ni ×mp × 2

F × Ce
+ O (4.2)

Tp is the simulated prefill time, ni is the number of input tokens, mp is the number of parameters in the model, F is

the theoretical throughput of the GPU, measured in FLOPs per second. Ce, the compute efficiency, and O, the system

overhead, are hyperparameters system-dependent.

4.5.2 Performance simulation in the decode stage

For the decode stage, Kavier models the time per output token and multiplies by the number of generated
tokens, dependent on the presence or absence of KV-Caching.

KV on: If KV-Caching is enabled, then the real-world LLM inference process executes in O(n) time com-
plexity; thus, computation of each token requires roughly the same amount of computation, leading to a
decode time which grows linearly with the number of output tokens [10, 116]. Kavier simulates the decode
time of a model using KV-Caching using Equation (4.3).

Td,KV = no × Tt (4.3)

where Td,KV is the simulated decode time with KV-Caching enabled, no is the number of output tokens, Tt is the

computed time per token.

KV off: If KV-Caching is disabled, the real-world LLM inference process takes O(n2) time complexity; thus,
computation per token grows as the LLM traverses the decode stage, leading to quadratic time complexity.
This time complexity is due to the need to recompute attention, from scratch, over an ever-growing sequence,
without the possibility of caching the previous computations. Kavier simulates the decode time of a model
not using KV-Caching using the Equation (4.4):

Td,KV = (no × (no + 1)/2) × Tt (4.4)

where Td is the simulated decode time, no is the number of output tokens, Tt is the computed time per token.

Equations (4.3) and (4.4) introduce a new variable, Tt, the time required to compute one token. Recasens et al.
empirically measure bottleneck in LLM inference, especially “unveiling GPU bottlenecks in large-batch LLM
inference” [152]; the time per token is either compute-bound or memory-bound. In our simulation approach
we simulate the latency for both compute-bound and memory-bound, then select the highest latency between
the two. “Minding the memory gap”, and considering that “no model exceeds 35% average (...) usage in
either the prefill or decode phase” [152], we consider the same hyperparameter for compute efficiency set at
30%. Similarly, the memory-read efficiency is empirically measured and reported in Table 1, [152], averaging
at 57.6%, we thus implement a hyperparameter for memory-efficiency and set at 60%.
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We synthesise the above paragraphs in formulas; Equation (4.5) shows the computation of compute-bound
time per token, while Equation (4.6) shows the computation of memory-bound time per token.

C =
ftok

F × Ce
(4.5)

where C is the compute-bound time per token, ftok is the number of FLOPs per token (estimated as 2×mp), F is the

theoretical throughput of the GPU in FLOPs per second, and Ce is the compute efficiency hyperparameter.

M =
b×mp

B ×Me
(4.6)

where M is the memory-bound time per token, b is the bytes per parameter, mp is the number of parameters in the

model, B is the memory bandwidth in bytes per second, and Me is the memory efficiency hyperparameter.

Then, the final time of per-token computation is determined by taking the maximum between the compute-
bound and the memory-bound, i.e., max(C,M), computed in Equations (4.5), (4.6).

4.5.3 GPU Utilization

Simulating the GPU utilization of the ecosystem under LLM inference is crucial for simulating sustainability
metrics. From the amount of GPU utilization, we can estimate the amount of power used by the GPUs and
further simulate the amount of CO2 emitted for running the workload, addressing (FR4).

To the best of our knowledge, as of June 2025, there are no open-source traces showing the correlation between
LLM inference and GPU utilization. Addressing this challenge, we decided to conduct our own ecosystem
measurements. We deployed an LLM inference engine (vLLM 0.9.1, the latest version at the time of writing)
and developed a tool for tracing LLM ecosystems, which we have released as open-source. We deployed the
inference engine on clusters from two supercomputers: a cluster from SURF containing an NVIDIA A10
and a cluster from DAS-6 containing an NVIDIA A4000. We further detail and expand the tracing process
in Section 6.2.

After empirical measurements, we observe an insignificant start-up time of ≈50-100 ms, when the GPU
utilization grows from 4% to the user-established maximum utilization e.g., 98%; datacenter providers limit
computing infrastructure to a certain cap, depending on the established SLOs and QoS. Then, throughout
the inference process, the GPU utilization stays within the user-established cap, leading to an insignificant
≈50-100 ms when the GPU utilization decreases towards 0-10%.

Design choices: We identify two main design processes of simulating the GPU utilization, one observational-
based, leveraging real-world traces, and one based on mathematical and statistical models. We identify the
observation-based approach as superior, because GPU utilization remains largely constant throughout the
inference, at the user-established maximum utilization, with negligible warm-up and cool-down periods. This
design choice simplifies the computation complexity of the simulation process, while keeping a close-to-perfect
simulation accuracy.

Hence, addressing the negligible variations in GPU utilization during inference, we simulate GPU utilization
using the pseudocode presented in Listing 4.3.

4.6 Kavier Module for Sustainability Analysis

In this section, we detail the sustainability component of the Kavier-OpenDC system (FR4). Figure 4.3
illustrates the relationship between the sustainability models OpenDC provides. The input is processed by a
power model, which predicts energy consumption and generates the output trace; this output trace is then
further leveraged by a CO2 model, which predicts CO2 emissions. In Section 4.6.1, we expand the energy
simulation (component 3 ). In Section 4.6.2, we expand the simulation of CO2 emissions (component 4 ).
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Listing 4.3: Prompt caching pseudocode.

1 def get_gpu_utilization(t, t_prefill, t_decode, warm = 0.1, cool = 0.1):

2 if t < warm: # if warming -up stage

3 return 0.5 # i.e., 50% utilization

4

5 if t < t_prefill + t_decode - cool: # if inference stage

6 return MAX_GPU_UTILIZATION # i.e., user -established cap

7

8 # if cooling stage

9 return 0.5 # i.e., 50% utilization

Power Model

outputs

Energy Modelpart of CO2 Model

used by

processed
prediction

output

used by
Input

(raw) energy output

part of

1 3 42 5

Figure 4.3: Relation between sustainability models in OpenDC.

4.6.1 Energy Simulation

To simulate energy usage, we leverage the capabilities of OpenDC, a peer-reviewed and top-tier simulator,
with which we are coupling Kavier. We argue that, since OpenDC is already a vetted simulator through
publications in many peer-reviewed venues [7, 78, 17, 48, 147], its models are reliable, accurate, and a
robust model of reality. Furthermore, OpenDC implements capabilities of Multi- and Meta-Model simulation
for energy models, which further increase the explainability and robustness of the simulation results [68,
47]. Table 4.1 shows the simulation models OpenDC-Kavier simulation system uses to predict power draw
and, further, energy usage; each model is leveraged from peer-reviewed literature on datacenter (energy)
simulation.

OpenDC simulates energy usage and outputs the results into a discrete-event output format, which shows,
at the user-selected granularity, the amount of power drawn at a certain timestamp (represented in Watts
and derived units), as well as the total energy usage which a real-world infrastructure would consume in a
real-world experimentation setup (represented in Watt-hour and derived units). OpenDC exports the results
in Parquet format, due to scalability, efficient storage, and cross-system compatibility (and thus portability)
of this storage format [68, 153]

4.6.2 CO2 Emissions Simulation

Once the output of the energy predictions, OpenDC leverages the embedded carbon model to predict CO2
emissions. The CO2 model, specifically component 4 from Figure 4.3, predicts at the user-established
granularity (same granularity as the prediction of energy consumption), leveraging the amount of power
drawn and the carbon intensity at the specific granularity, as represented in Equation (4.7). OpenDC
implements the CO2 model explained in the peer-reviewed Footprinter [70].

Niewenhuis et al. show, using empirical measurements from ENTSO-E, the “Europe’s most ambitious elec-
tricity data platform” [156], that the amount of CO2 emitted to produce one unit of energy varies significantly
across location, time of the day, or weather conditions. In previous work, we showed that the same experi-
ment run in locations with a high carbon footprint can emit up to 150-200 times more CO2 compared to low
carbon footprint; for example, running the experiment in Germany emits a predicted 13.4 tCO2, while the
same experiment run in Switzerland emits a predicted 0.081 tCO2 (Experiment 3 and Appendix C from [68]).

OpenDC receives as input a carbon trace, which shows the carbon intensity per timestamp, in a discrete-event
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Name Formula Source

Sqrt P (u) = Pidle + (Pmax − Pidle)
√
u [154, 9, 7]

Linear P (u) = Pidle + (Pmax − Pidle)u [154, 9, 7]

Square P (u) = Pidle + (Pmax − Pidle)u
2 [154, 9, 7]

Cubic P (u) = Pidle + (Pmax − Pidle)u
3 [154, 9, 7]

MSE P (u) = Pidle + (Pmax − Pidle) (2u− ur) [7, 155]

Asymptotic P (u) = Pidle +
Pmax − Pidle

2

(
1 + u− e−u/α

)
[7]

Asymptotic DVFS P (u) = Pidle +
Pmax − Pidle

2

(
1 + u3 − e−u3/α

)
[7]

Table 4.1: Formulas of the power models the peer-reviewed OpenDC uses to predict energy usage. Pidle,
Pmax are the powers in idle and full-capacity states, u is device utilization, e is Euler’s number, α is the
utilization fraction at which the host becomes asymptotic, and r is a calibration parameter.

monitoring and reporting format. This trace is leveraged by 4 , together with the power drawn, to simulate
the CO2 emissions. OpenDC outputs CO2 predictions in Parquet format, matching the format of predictions
of energy usage.

Ce,t=α = Pt=α × Ci,t=α (4.7)

Where Ce,t=α represents the CO2 emissions at timestamp alpha, Pt=α represents the power drawn at timestamp

alpha, and Ci,t=α represents the carbon intensity at timestamp alpha. Alpha is identical for each variable.

4.7 Kavier Module for Efficiency Analysis

We now detail the efficiency models Kavier uses to compute the efficiency of the simulated experiment (FR5).
We note that the accuracy of the efficiency module is equal to the simulation accuracy; in other words,
mathematics is never wrong, but simulation can be. If the simulations have 100% accuracy, the efficiency
predictions will also have 100% accuracy.

We further present two efficiency models, one for predicting financial efficiency and one for predicting sus-
tainability efficiency. We argue that this component is crucial for datacenter and LLM operators in making
informed decisions about potential deployments, as this component offers a homogeneous comparison metric
for each type of efficiency, directly comparable, simple to understand, represent, and explain.

4.7.1 Financial efficiency

We express financial efficiency as the cost per token per second, essentially for the monetary aspect of
running LLM ecosystems at scale, in profit-driven processes. Equation (4.8) shows the formula Kavier uses
for computing the financial efficiency across LLM prompts, containing the total cost (set up by the user for
their own specific financial model), the total amount of tokens (derived from the trace), from both the prefill
and decode phase, and the total time needed for the prefill and decode phase (simulated by Kavier).

C from Equation (4.8) represents the cost; we identify C as a provider-dependent variable, as providers have
distinct and highly diverse, some multi-dimensional financial models; for example, Microsoft Vidur shows a
financial model in which users are charged at a GPU-hourly rate with ≈$10 per hour [12], while OpenAI API
charges users by the amount of processed tokens [112]. Thus, we provide the financial model as embodying
an abstract variable, yet simple to implement a specific financial cost.

The financial efficiency is, thus, represented in currency per token per second e.g., €/t/s, LEU/t/s.
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Ef =
C

T
=

C
Tp+Td

∆TP+∆TD

=
C × (∆TP + ∆TD)

TP + TD
(4.8)

Where Ef represents the financial efficiency, C represents the operational cost, TP and TD represent the amount

of prefill and decode tokens, respectively, and ∆TP and ∆TD represent the total inference time for prefill and decode

stages, respectively.

We further identify Equation (4.9) for comparing two systems through financial efficiency ratio. We note that
the efficiency of both systems from Equation (4.9), s1 and s2, should be quantified with the same metric.

Rf =
Es1

Es2
=

Ps1
T

∆Ts1

Ps2
T

∆Ts2

=
Ps1 × ∆Ts1 × T

Ps2 × ∆Ts2 × T
=

(PA10 × ∆Ts1) × ∆Ts1

(PA10 × ∆Ts2) × ∆Ts2
=

∆T 2
s1

∆T 2
s2

(4.9)

Where Rf is the financial efficiency ratio between system s1 and s2, s1 refers to the first system, s2 refers to the

second system, E is efficiency, P is price per hour, ∆T is time, T is the amount of processed tokens.

4.7.2 Sustainability efficiency

Following a similar approach as in Equation (4.8), we implement a sustainability model for computing the
sustainability efficiency. Equation (4.10) shows the formula Kavier uses for computing the sustainability
efficiency across LLM prompts; in essence, the only difference between the formula for financial efficiency
and sustainability efficiency is the cost element; in the former, the cost is monetary, in the latter, the cost
is of sustainability. The proposed equation for computing sustainability efficiency, Equation (4.10), contains
the sustainability cost, either in Energy Usage or CO2 emissions (simulated by the sustainability module of
Kavier-OpenDC setup), the total amount of tokens (derived from the trace), from both the prefill and decode
phase, and the total time needed for the prefill and decode phase (simulated by Kavier).

The sustainability efficiency is, thus, represented in Wh per token per second (e.g., Wh/t/s) and CO2 per
token per second (e.g., CO2/t/s), or both.

Es =
S

T
=

S
Tp+Td

∆TP+∆TD

=
S × (∆TP + ∆TD)

TP + TD
(4.10)

Where Es represents the sustainability efficiency, S represents the sustainability cost, TP and TD represent the amount

of prefill and decode tokens, respectively, and ∆TP and ∆TD represent the total inference time for prefill and decode

stages, respectively.

To compare the sustainability efficiency ratio of two systems, s1 and s2, we propose the formula represented in
Equation (4.11). We note that, similarly to the financial efficiency ratio, both efficiencies must be quantified
using the same sustainability metric.

Rs =
Es1

Es2
=

S1×(∆TP1
+∆TD1

)

TP1
+TD1

S2×(∆TP2
+∆TD2

)

TP2
+TD2

=
S1 × (∆TP1

+ ∆TD1
) × (TP2

+ TD2
)

S2 × (∆TP2 + ∆TD2) × (TP1 + TD1)
(4.11)

Where Rs is the sustainability efficiency ratio between system s1 and s2, Es1 and Es2 are the sustainability efficiencies

of system s1 and s2, respectively, Ss1 and Ss2 represent the sustainability cost (energy consumption or CO2 emissions),

∆TP and ∆TD represent the total inference time for prefill and decode stages, respectively, and TP and TD represent

the amount of prefill and decode tokens, respectively.
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4.8 Requirement Validation

In this chapter, we presented a design of Kavier, a simulator for LLM ecosystems under inference, able
to predict performance, sustainability, and multi-layer efficiency. We defined a set of requirements, both
functional and non-functional, which guided our design process. We now evaluate the validity of our design
against each requirement.

(FR1) Support holistic simulation of the LLM inference process.
Kavier models both inference stages of the LLM inference process, specifically the prefill stage and
the decode stage, each with their own distinct characteristics and specific behaviours. Besides, Kavier
follows a discrete event simulation paradigm, where the simulator predicts and exports predictions at
a user-established granularity. Moreover, the Kavier-OpenDC system is designed to follow the same
discrete event simulation model, reflecting real-world LLM performance and supporting detailed
performance, sustainability, and efficiency reports at a user-set tradeoff between export granularity
(with impact on performance) and available information (with impact of report detail).

(FR2) Simulate with cache awareness.
We design Kavier as a cache-aware simulator, capable of predicting LLM ecosystems under inference
with KV-Caching enabled or disabled, and under conditions where prefix matching follows various
cache store and cache hit policies. Thus, Kavier allows for versatility in experimentation and explo-
ration of the impact of various caching policies on system performance, environmental sustainability,
and efficiency. Kavier models the different impacts of caching on the different execution stages within
the inference process.

(FR3) Predict the performance of LLM ecosystems under workload.
Kavier predicts system performance using community-vetted simulation models or models derived
from these models, which the system then uses to simulate cache-awarely. Kavier predicts latency
by determining the total amount of time required to answer a prompt, obtained by summing up the
inference time for the prefill phase and the inference time of the decode phase. Throughput is further
derived from the simulated latency (e.g., if a prompt contains, in total, n tokens, and the simulated
latency for that prompt is of m seconds, then the throughput is n/m tokens per second). Lastly,
the results are exported in both task-based and fragment-based traces, ensuring compatibility with
OpenDC, a top-tier datacenter simulation framework, also adhering to (FR6).

(FR4) Predict the sustainability of LLM ecosystems under workload.
Kavier predicts sustainability as part of the Kavier-OpenDC simulation system. Leveraging the peer-
reviewed simulation capabilities of OpenDC [7, 70, 78], Kavier simulates power draw, measured in
Watts, essential for discrete event simulation (FR1), energy usage, measured in Watt-Hours, essential
for overall system predictions (FR5), and, resulting from these, CO2 emissions, simulated in both
discrete-event format (FR1) and overall system sustainability (FR4). For this, the simulation system
uses real-world traces and user-defined granularity to provide accurate and detailed sustainability
predictions. We design Kavier as modular and integrable with a peer-reviewed simulation framework.
We select OpenDC and propose a detailed design of Kavier-OpenDC integration, emphasizing each
party’s role and how these two communicate with each other. Furthermore, the current design ensures
a high degree of modularity and extensibility, allowing for a long software lifecycle and enabling
the implementation of new functionality, modification of existing functionality, or deactivation of
functionality.

(FR5) Predict the efficiency of LLM ecosystems under workload.
Kavier predicts efficiency as of LLM ecosystems through the Kavier Efficiency module, thus address-
ing (FR5). Kavier can predict financial efficiency, represented in cost per token per second, and
environmental efficiency, represented in CO2/Wh per token per second. This module of Kavier is
crucial for operators to differentiate and compare systems with ease, by simply analysing one or more
efficiency metrics of the ecosystem.

(FR6) Design Kavier compatible with other simulators and extensible. We design Kavier as
compatible with OpenDC, a peer-reviewed and state-of-the-art datacenter simulator. Kavier leverages
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the sustainability module of OpenDC to predict the energy consumption and CO2 emissions of LLM
inference. We further validate this design component in Chapter 5, where we integrate an engineered
prototype of Kavier with OpenDC. Addressing the extensibility aspect, we design Kavier as modular,
where each core functionality can be modified, removed, or expanded, thus ensuring long lifetime of
the simulator and also aligning with (NFR4).

(NFR1) Provide in-meeting, near-interactive, same-day simulation results.
We design the architecture of Kavier to minimize redundancies and enable the engineering of
the simulator according to best software engineering practices. In Section 6.4, we analyze Kavier’s
performance through trace-based experimentation and observe that Kavier can simulate, at second-
granularity, 500 GPU hours in under 10 seconds. Even more, Kavier meets (NFR1) even when
simulating at milisecond-granularity, and is able to simulate 500 GPU hours in about 150 minutes.

(NFR2) Aim to provide adequate simulation accuracy.
We design Kavier as modular, easily modifiable. Thus, every simulation model can be modified as
”plug-and-play.” We validate the accuracy of Kavier in predicting performance of LLM ecosystems
using real-world traces in Section 6.4. We obtain a MAPE error ratio of 7.39% for prefill and 4.00%
for decode. Further addressing (NFR2), we argue that the prediction accuracy of the sustainability
module of Kavier is already validated, by design, since Kavier leverages functionality from OpenDC,
a peer-reviewed simulator within numerous venues [70, 7, 78, 17, 48] and used in national [1] and
international scale projects [157]. Lastly, we note that the validity of the efficiency component of
Kavier is directly dependent on the validity of the sustainability component and the performance
component.

(NFR3) Facilitate reproducibility and open science.
Addressing the major reproducibility and closed-science challenge in computer systems research,
we release all the designs, prototypes, engineered tools and instruments, traces, experiments, and
information to the community. In short, we perfectly adhere to concepts of open-(real-)science.
We ensure experiment reproducibility by releasing a reproducibility capsule (expanded in 6) which
strengthens our experiments, claims, and findings.

(NFR4) Adhere to modern software design and development standards.
We present, in Chapter 5, the engineering process of Kavier, where we follow state-of-the-art
standards of software architecture, design, development, and integration, some (also as) described
in [103]. Matching the first stage of modern software design and development standards, we propose
in this section high-level and detailed design of the Kavier simulation process, and detail each
simulation model and component, and how they interact.

4.9 Discussion

We now summarize the contributions of this chapter, envision future research, and discuss potential threats
to validity.

Summary: In this chapter, we propose and validate a design for a discrete and cache-aware simulator for
LLM ecosystems under inference. Leveraging the reference architecture proposed and validated in Chapter 3,
which matches a well-defined set of requirements, we provide a high-level overview of such a simulation
instrument. We detail each simulation module: performance, sustainability, and efficiency. We also emphasize
the simulation mechanisms our design uses for differentiating the specific behavior of the prefill and decode
stages, and run cache-aware simulations.

Future Research: We envision a future design of a simulator that predicts the performance, sustainability,
and efficiency of LLM training, modeling specifics of the training process, similarly to how Kavier models
the specifics of the inference process.

We also envision integrating the Kavier-OpenDC simulation system into the first digital twin for datacenters,
with a specific focus on measuring, simulating, and dynamically adjusting LLM ecosystems.
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Threats to Validity: The design of Kavier, albeit robust for a first-of-its-kind tool, poses several limitations.
Kavier assumes zero latency in processes of searching in and retrieving from the caching system, which is not
applicable in real-world ecosystems.

Furthermore, while the sustainability module of Kavier-OpenDC employs Multi-Model simulation, the per-
formance component simulates using a single model, trained for general-purpose scenarios, and thus prone to
errors when encountering edge-cases. We envision future research in simulating the performance component
through Multi-Model simulation.
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5
Prototype and integration of Kavier

Designing an instrument for simulating LLM ecosystems and adhering to a robust reference architecture of the
LLM inference Compute Continuum is a critical yet non-trivial challenge for the community. Addressing this
challenge, in Chapter 4, we proposed a design for Kavier, a simulator for LLM inference that can predict the
performance, sustainability, and efficiency of LLM ecosystems under inference. To fully validate this design
and simulate LLM ecosystems, implementing a prototype is (also) a critical yet non-trivial challenge. We
envision such a prototype as suitable for simulating LLM performance independently of other instruments (no
such tools exist at the time of publication), suitable for simulating LLM sustainability when coupled with a
peer-reviewed datacenter simulator, and suitable for predicting the efficiency of LLM ecosystems. This raises
the research question: (RQ3) How to implement and integrate Kavier within a peer-reviewed, discrete-event
datacenter simulator?

In this chapter, we implement Kavier following state-of-the-art software engineering principles, aiming for
performance, long-term codebase sustainability, and open science. Then, we integrate Kavier with OpenDC
and release the instrument as open-source. Lastly, we evaluate our implementation against non-functional
requirements established in Chapter 4.

5.1 Overview

We implement Kavier, matching the state-of-the-art AtLarge design, implementation, and valuation process
of researching computer systems and ecosystems [14]. Our contribution in this chapter is five-fold:

1. We implement, in Section 5.2, a working prototype of Kavier engineering the core functionality of the
simulator, and adhering to the design proposed in Chapter 4. Kavier would, thus, be the first instrument
for predicting performance, sustainability, and efficiency of LLM ecosystems under inference, following
a discrete-event and cache-aware simulation approach.

2. We integrate Kavier in OpenDC, thereby leveraging the peer-reviewed capabilities of OpenDC for
predicting the sustainability of datacenters (Section 5.3).

3. We showcase the GPU and LLM library, as well as the input interface of Kavier in Section 5.4.

4. We analyze, in Section 5.5, the engineered prototype against the requirements established in Chapter 4.

5. We reflect on Kavier, its limitations, and envision future engineering work in Section 5.6.

5.2 Implementation of a Kavier Software Prototype

In this section, we discuss the elements of Kavier that we implemented in our engineered prototype. Figure 5.1
represents the high-level design of Kavier and distinguishes the components of this design that we implemented
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Figure 5.1: Kavier design from Chapter 4 showcasing specific components we implemented, adopted, or
omitted in the engineered Kavier prototype.

in this work, adopted from the peer-reviewed OpenDC, or omitted.

(Implemented) Kavier input: We implement and release to the community a prototype of Kavier, which
receives input through CLI arguments, thus making Kavier easy to operate and easy to adopt in a simulation
conglomerate, where external tools leverage the functionality of our prototype. We identify multiple ways
to configure the experiment, including through an external configuration file, codebase tweaks, or visual
interfaces. We argue that the CLI approach is the most versatile option, as it is simple to implement, operate,
and adapt, and adheres best to our functional requirements, especially (FR6), (NFR4), and (NFR3).
Kavier can thus be configured either using default values or using one or more CLI arguments. We expand
the input interface and how to set up experiments with Kavier in Section 5.4.

(Implemented) Performance: We fully implement the performance component of Kavier, ensuring the pro-
totype’s ability to simulate discrete-event and KV-Cache aware. Kavier can mimic the distinct performance
behavior of the prefill and decode stage, and can simulate various caching policies, such as autoregressive
KV-Caching or Prompt-Prefix Caching. KV-Caching can be enabled or disabled through user input. Prompt-
Prefix Caching can be configured by prefix length, where the minimum prefix length can be specified through
user input and considered in the simulation. For example, the minimum sequence length should be at least
n tokens to be either cached or searched in the cache. This module exports a performance report, which is
formatted to match the OpenDC input format.

(Leveraged) OpenDC: We leverage OpenDC “as-is,” and, thus, leverage its status of community-reviewed
and vetted simulator, which strengthens the validity of sustainability predictions. OpenDC outputs a sus-
tainability report.

(Implemented) Efficiency : We tailor the input format for the efficiency component of Kavier such that it
matches the output format of OpenDC. (1) Performance-Financial Cost: we implement a static financial
model, where we consider a static price per hour for running LLM inference on a single GPU; we implement
the default rate of 1.2$ per hour which is consistent with prices of renting a GPU as NVIDIA A10 in July
2025 [158]. We use this specific GPU because it is the machine to which we have access, and we also utilize it in
our tracing and experiments. The price per hour is simply adjustable by the user. The financial model, albeit
not ”one-command-away-adjustable,” is relatively simple to modify without breaking external functionality
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Figure 5.2: Kavier-OpenDC interaction with a human in the loop, who sets up the experiments, reads and
analyzes outputs, and manipulates reports between simulators.

of the Kavier, thanks to the modularity of the designed and engineered prototype (FR6). The output is
reflected in the amount of money per million tokens. (2) Performance-Sustainability Cost: the sustainability
efficiency module computes the total amount of CO2, the total amount of tokens, and computes the amount
of CO2 per million tokens. The results are ultimately packaged into a brief efficiency report.

5.3 Integration of Kavier with OpenDC

In this section, we focus on component Z from Figure 5.1, the (omitted) API, then present a high-level
overview of the software engineering processes used in the prototyping process.

5.3.1 The Human-in-the-loop

(Omitted) API: We envision the API component as crucial for a digital-twinning system, with a human
in the loop only for decision-making processes. However, in this prototype, Kavier acts as an LLM infer-
ence simulator decoupled from a digital twin (in fact, currently, there doesn’t exist a digital twin for ICT
ecosystems).

Figure 5.2 showcases the role of the “human-in-the-loop” in the simulation step. While a fully autonomous
system would involve only steps 0 and 3 , our prototype involves two additional steps. The human gives
input to Kavier 0 and waits until Kavier outputs a performance report; in Section 6.4 we show that this
waiting period is usually a matter of seconds, and showcase that Kavier can simulate workloads of 500-GPU
hours within 10 seconds, at second-granularity export rates. Then, in 1 , the human retrieves Kavier’s input
and gives it to OpenDC, then runs the OpenDC sustainability simulation part. After OpenDC’s sustainability
report 2 , the human forwards the predictions to Kavier to compute efficiency; the efficiency computation
happens in a matter of milliseconds. Lastly, the user reads Kavier’s prediction and analyzes the results.

Future work: In this work, we identify the human-in-the-loop as necessary because many experiments are
pioneering and exploratory in nature. We envision much of the human-in-the-loop’s work could be automated
once these experiments become de facto standards in the community. However, we regard this extra step as
beyond the purpose this work, where we prioritize conceptual, experimental, and trace-based contributions
over engineering contributions. We therefore prioritize the core engineering features (those without which
a simulator would be unable to simulate and thus meet functional and non-functional requirements) and
reserve the API component for future work.
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Figure 5.3: Technologies Kavier and OpenDC use for simulating performance, sustainability, and efficiency.

5.3.2 Software Engineering Processes

We employ industry-best software development practices and technologies in the engineering process of
Kavier. The main codebase of Kavier is written in Python, the second most used programming language, due
to its extensive support for various libraries and frameworks [159, 47]. The main codebase of OpenDC, which
represents the sustainability component of Kavier, is written in Kotlin, a modern and fast-growing program-
ming language, fully interoperable with Java, and already widely adopted by large companies [160, 69, 47].
Figure 5.3 shows the technologies Kavier prototype uses to simulate performance and efficiency of LLM
ecosystems, and OpenDC and M3SA use to (multi-model-) simulate sustainability of such ecosystems.

We develop and envision future development of our simulator through industry-standard version control;
we use Git and GitHub. In the Kavier repository, development happens through branches and the main
branch can be modified only through pull requests (in the future, assuming a large-scale adoption of the
tool, pull requests would be reviewed and merged by authorized repository maintainers and techical leads).
Commits messages and pull requests follow industry-standard formats employed in large-tech companies,
such as Google [161, 162].

We promote software quality through GitHub Actions, which run Continuous Integration (CI) [163] pipelines
for each pull request. The CI pipeline consists of running automated test suites to spot code errors in
functionality and simulation logic, and linting, to mandate adherence to best engineering/coding practices.

Although these software engineering processes increase the overall burden of engineering and maintenance,
they ensure high-quality implementations and integrations of simulation instruments, cross-component com-
patibility, and the long life of the system as Kavier and OpenDC evolve [150, 69, 47].

5.4 Kavier Interface

In this section, we detail the LLM and GPU library that Kavier provides, as well as the experimental setup
and versatility that Kavier enables. Then, after establishing this operational background, we give two input
examples to Kavier, the most simplistic and the most complex.

Kavier receives input through a CLI where the user can configure the specifics of the simulation, or use
default setups. Unlike file-based setups, which add extra complexity to experiment configuration, or visual
interfaces, which decrease the ease of adaptation or integration with other instruments, the CLI is simple to
implement and maintain, easy to operate, and easy to integrate with third-party tools.

LLM and GPU library: To simplify the input process and setup of LLM and GPU properties, we provide
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Flag Default Description

--llm Llama-3-8B LLM prefab to simulate.
--gpu A10 GPU prefab to simulate.
--trace N/A LLM workload trace to simulate.
--output_folder data/output traces Output folder to save Kavier’s predictions.
--kv_cache on Toggles vLLM-style KV reuse.
--prefix_len 256 Only prompts more than this many tokens

populate the prefix cache (0 disables).
--export_rate 0.1 Sets the simulation granularity, in seconds.
--flush_size 10,000 Granularity of exporting to the output file,

e.g., after 10,000 simulated prompts.

Table 5.1: Command-line flags to set up experiments for Kavier.

Listing 5.1: Simplest input to Kavier.

1 python -m kavier.main --trace name-of-the-trace.csv

Listing 5.2: Most detailed input to Kavier.

1 python -m kavier.main \

2 --llm Llama-3-8B \ % LLM simulated in experiments

3 --gpu A10 \ % GPU simulated in experiments

4 --trace input-workload.csv \ % the workload trace

5 --outputfolder output-folder \ % the output folder

6 --kv cache on \ % enable KV-Caching

7 --prefix cache min len 512 \ % prefix caching 512 tokens

8 --export rate 0.01 \ % second-granularity predictions

9 --flush-size 100 % flush granularity of 100 prompts

an LLM library, from which the user would only select a specific LLM or GPU, instead of configuring from
scratch. We include in the library 8 LLMs and 8 GPUs widely used in real-world LLM inference, where the
LLMs vary in parameter size (e.g., 8B, 30B, 176B), architecture (e.g., LLama, OPT, Bloom), etc, and the
GPUs vary in tensor core performance (e.g., 312 teraflops, 2,040 teraflops, 4,800 teraflops), memory (e.g.,
24 GB, 80 GB, 141 GB), etc. However, if the user doesn’t find the needed LLM or GPU in the library, they
can append to this library by simply adding a new entry to the array.

Flags for setting up Kavier: Table 5.1 describes the flags Kavier takes. For each flag, Kavier has a default
value, which Kavier uses if the user leaves the field empty (e.g., the user doesn’t need a specific simulation-
driven experiment, but only wants to test the technical functionality of the setup).

We showcase in Listing 5.1 the simplest command Kavier takes, where the user only gives the workload trace.
In contrast, we showcase in Listing 5.2 the most complex command Kavier takes, where the user exhaustively
configures the simulation.

5.5 Requirement Validation

We now evaluate our prototype against the requirements we established in Section 4.8.
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5.5.1 Functional Requirements

In this chapter, we implemented and integrated a prototype of Kavier that strictly matches the design
proposed in Chapter 4. The implemented prototype of Kavier (hereafter referred to as Kavier) is a discrete
event simulator of LLM ecosystems under inference, with a user-configurable export rate (FR1), and can
model the inference process based on the presence and absence of KV-Caching (FR2). Kavier successfully
predicts the performance (FR3), sustainability (FR4), and efficiency (FR5) of LLM ecosystems under
inference, as we successfully validate in Chapter 6. Not only do we design Kavier as extensible and compatible
with a peer-reviewed datacenter simulation framework, but we also implement and integrate Kavier with
OpenDC (FR6), where a human-in-the-loop provides inputs, analyzes outputs, and manipulates intermediate
files.

5.5.2 Non-Functional Requirements

Establishing and addressing FRs on Kavier, we answer “what it does” [46]. Now, with an engineered prototype
of Kavier, we can successfully validate the design against non-functional requirements, and answer the “how
well it does” [46]. In Section 6.4, we measure the accuracy of the engineered prototype and observe an
error rate (MAPE) of 7.39% for the prefill stage and MAPE of 4.00% for the decode stage, well below the
NFR-established bar of “under 10.00%,” thus successfully validating (NFR2). Also in Section 6.4, Kavier
proves its efficiency by stimulating 500 GPU hours in a matter of seconds, and at second-granularity, thus
meeting (NFR1).

In this chapter, we engineered a prototype of Kavier, adhering to modern software design, development
standards, and principles of open science (NFR3),(NFR4). We follow industry-standard technology, devel-
opment, and version control pipelines, as well as software modularity. Matching (NFR4), we ensure the long
life potential of Kavier, an envisioned state-of-the-art component of a future digital twin for LLM ecosystems
under inference.

5.6 Discussion

We now summarize the contributions of this chapter and envision future developments.

Summary: In this chapter, we engineered Kavier, the first instrument capable of predicting the performance,
sustainability, and efficiency of LLM ecosystems under inference. This aligns with the fifth step of the vetted
AtLarge Design Process [14] and addresses RQ3.

Future work We envision future work in maintaining and growing Kavier, from the current prototype, which
serves core and basic functionality for simulating LLM ecosystems, to a tool able to mimic exhaustively
end-to-end, planet-scale LLM ecosystems, simulating multi-user workloads, geo-distributed datacenters, het-
erogenous accelerators, multi-level caching systems, adapting scheduling, workload carbon-aware scheduling,
migration, and distribution, and various caching policies.

Multi-Prompt, Multi-GPUs: Currently, Kavier assumes one prompt running per GPU and simulates ecosys-
tems with a single GPU. This is still valid for a prototype; inference engines such as vLLM keep the GPU
usage close to maximum (≈ 95-96%) during the inference. However, for future versions, we envision schedul-
ing as a crucial component of Kavier. This scheduler would enable operators of LLM ecosystems to analyze
the impacts of different scheduling techniques (e.g., prioritizing jobs first, or batching small jobs on the same
GPU) on performance, sustainability, and efficiency.

Multi-Level Caching: Currently, Kavier assumes zero latency in the case of a prefill cache hit. This is valid
for a prototype, as the process of cache searching and cache retrieval takes only tens of milliseconds, which
is insignificant compared to the seconds, sometimes even minutes, taken by the LLM inference. However,
we envision future work in exploring multi-level caching and exploring the tradeoffs between searching in the
cache and running the inference workload. For example, if the latency of retrieving from the deepest cache
level (e.g., a different datacenter) would take two seconds, while the inference itself takes one second, the
system would choose inference instead of cache retrieval.
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Parallelism: Currently, Kavier simulates sequentially, one prompt at a time. While this is already sufficient
for a prototype, we envision future engineering research where Kavier would parallelize the simulation process.
While simulating 500 GPU hours within 10 seconds, at second granularity, on a regular-user machine (current
performance), it is even more impressive to simulate 5 GPU years within 10 seconds at second granularity,
or 500 GPU hours within 10 seconds at millisecond granularity.
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Trace-Based Experiments with Kavier

Anticipating LLM ecosystems under inference is a critical, yet non-trivial, simulation challenge. In Chapter 4,
we design Kavier, a KV-Caching-aware simulator, capable of predicting the performance, sustainability, and
efficiency of LLM ecosystems under inference. Then, in Chapter 5 we propose an engineered prototype of
Kavier, which we implemented and integrated with a state-of-the-art datacenter simulator. This build-up
raises the research question: (RQ4) How to evaluate a Kavier prototype with trace-based realistic scenarios?

In this chapter, we address RQ4 by evaluating the engineered Kavier prototype against the requirements
defined in Chapter 4. Then, we use Kavier’s capabilities, many of which are novelties for the field, and
analyze the impact of various caching policies on LLM inference performance, sustainability, and efficiency.

6.1 Overview

We evaluate Kavier matching the seventh stage of the state-of-the-art AtLarge design, implementation, and
valuation process of researching computer systems and ecosystems [14]. Our contribution in this chapter is
five-fold:

1. We deploy a state-of-the-art inference engine on real-world infrastructure and engineer a tracing in-
strument, which we subsequently use to trace the real-world infrastructure. We leverage traces that
map the relationship between the amount of prefill and decode tokens and the time required for prefill
and decode across various infrastructures. We release all the obtained traces, as well as the tracing
instrument, as open-source and open-science. (Section 6.2).

2. We present the experimental setup in Section 6.3. We run experiments through discrete-event simula-
tion, where we use Kavier for simulating real-world setups.

3. We analyze the impact of the prefill and decode length on the ecosystem performance. Then, we
successfully validate Kavier’s performance module against real-world measurements (Section 6.4).

4. We analyze how the presence and absence of KV-Caching affects the performance of various-sized,
state-of-the-art models (Section 6.5).

5. Lastly, we analyze the impact of different prefix matching and caching policies on performance, and
compare our simulation-driven, trace-based results with performance reports from OpenAI (Section 6.6).

6.2 Deploying and tracing LLM ecosystems

In this section, we present our approach to measuring LLM ecosystems deployed on real-world clusters.
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Ecosystem Setup NPT NDT Prefill Time Decode Time Latency Throughput

s1 npt1 ndt2 t11 t12 l1 t1

s2 npt2 ndt2 t21 t22 l2 t2

... ... ... ... ... ... ...

Table 6.1: Sample chunk of a trace containing the needed data for validating the performance tier of Kavier.
NPT is the number of prefill tokens and NDT is the number of decode tokens.

Timestamp ContextTokens GeneratedTokens

2024-05-10 00:00:00.009930+00:00 2,162 5

2024-05-10 00:00:00.017335+00:00 2,399 6

2024-05-10 00:00:00.022314+00:00 76 15

Table 6.2: Sample chunk from the Azure LLM inference trace 2024 showing context and generated token
counts per request.

6.2.1 Context: what traces do we need

To validate Kavier’s accuracy in simulating the performance of LLM ecosystems, we need traces showing, for
a given infrastructure setup, the relationship between the prefill length (i.e., the number of tokens) and the
time required by the ecosystem to perform the decode (i.e., the number of seconds). We need a similar trace
for the decode phase. These measurements enable us to derive performance metrics, including latency and
throughput.

We present in Table 6.1 an example of a trace that matches the content needs for our experiments and for
validating Kavier’s predictions. While the format structure is flexible, and columns such as latency and
throughput are optional (they can be derived from the rest of the data), the trace should contain information
on ecosystem setup, number of prefill and decode tokens, and the time needed for prefill and decode stage.

6.2.2 Context: existent traces

We identify a large bank of traces released as open science and with significant contributions to the community.
However, none of these traces match the information setup we described in Section 6.2.1.

Stojkovic et al. release the Azure LLM inference trace 2024, which contains three fields: timestamp, Context-
Tokens, equivalent to NPT from Table 6.1, and GeneratedTokens, equivalent to NDT. We present a sample
from the Azure trace in Table 6.2. We identify that this trace does not contain information about the amount
of time needed per inference phase. While useful for their work published in HPCA 2025 [164], this trace
fails to present performance-related details.

Wang et al. open the trace used in BurstGPT [165] to the public. The released traces contain six columns:
timestamp, model (e.g., GPT-4), request tokens (i.e., prefill tokens), response tokens (i.e., decode tokens),
total tokens, and log type (e.g., conversation log, API log). Their trace also reveals failures in the LLM
inference process, which are caused by various operational phenomena. We present a sample from the
BurstGPT trace in Table 6.3. However, similarly to the Azure trace, their trace does not present performance-
related details.

Pan et al. researched prefix caching techniques and released the traces they use in the Marconi paper [166];
in their work, the authors leveraged traces from peer-reviewed articles [167, 168, 169, 170], used for the
experiment, and then released them as part of their reproducibility capsule. These traces contain crucial
information for prefix matching, which we utilize in our experimentation as input traces to evaluate the
multi-tier impacts of prefix caching. We present a sample from the Marconi trace in Table 6.4. However,
while this trace contains useful information for prefix caching, it does not contain performance-related tracing.
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Timestamp Model Request Tokens Response Tokens Total Tokens Log Type

5 ChatGPT 472 18 480 Conversation log

825735 ChatGPT 94 11 105 API log

825731 ChatGPT 3,090 160 3,250 API log

Table 6.3: Sample chunk from the BurstGPT trace with request/response token counts and log-type meta-
data.

session id turn id ts num in t num out t input tokens output tokens

0 0 0.0 158 528 [1, 8853, 3051, 1115, 376,
12148, 6773, 445, 5828, ...
1792, 9092]

[1, 8853, 3051, 1115, 376,
2887, 27085, 29918, 29896, ...
22137, 9092]

1 0 4.0 99 189 [1, 8853, 3051, 1115, 376,
22550, 278, 1494, 2323, ...
1792, 9092]

[1, 8853, 3051, 1115, 376,
1576, 1959, 1234, 338, ...
22137, 9092]

2 0 8.0 22 137 [1, 8853, 3051, 1115, 376,
5816, 338, 278, 19087, ...
1792, 9092]

[1, 8853, 3051, 1115, 376,
1576, 19087, 4234, 491, ...
22137, 9092]

Table 6.4: Excerpt of a token-level trace capturing session and turn identifiers together with the full input
and output token sequences. num in t is the number of input tokens, num out t is the number of output
tokens.

6.2.3 Deploying on real-world clusters

After analyzing existing traces, we conclude that, as of May 2025, no publicly available trace contains the
necessary information for validation, as summarized in Table 6.1.

Thus, we conduct our own tracings.

SURF: We obtain access to real-world infrastructure from SURF, the largest datacenter provider in the
Netherlands1. Specifically, the offered infrastructure comprises a cluster with an NVIDIA GPU A10 [171],
on which we deploy the latest version of vLLM at the time of tracing (v0.9.0), serving Llama-3-8B [172], and
maintain the default settings [116].

DAS-6: Further, we obtain access to real-world infrastructure from the DAS-6 [173], the set of clusters at
Vrije Universiteit Amsterdam, which contains 32 nodes, and provides access to GPUs as NVIDIA A4000 [174],
NVIDIA A6000 [175], and NVIDIA A100 [176]. We deployed vLLM (v0.9.0) and kept the settings de-
fault [116].

6.2.4 Tracer and the tracing process

We then engineer Tracer, an instrument for tracing real-world LLM deployments, tailored to the LLM serving
infrastructure we deployed in Section 6.2.3. Similarly to the rest of our contributions, we release Tracer as
open science.

Tracer is a utility instrument that we use for automating the tracing process. Three main threads run in
parallel: one for starting the inference engine, one for monitoring the cluster, particularly the GPU, and one
for sending the input and receiving the output. However, the “order of operations” matters: first, we need
to run thread 1, then thread 2, then thread 3. The human (me!) runs thread 1, and Tracer runs threads 2
and 3. We illustrate in Figure 6.1 the time frame of running and starting the threads.

1Many thanks to my team from the Network Institute, especially to Radu Aps,an and Ivano Malavolta, who helped gain
access to the SURF infrastructure.
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Figure 6.1: Threads for starting the inference engine (T1), running the measurement with NVIDIA-SMI
(T2), and sending the prompt/receiving the answer (T3). Time progresses horizontally to the right, and the
intervals between timestamps are considered equal, for the sake of exemplification and clarity.

Listing 6.1: Thread 1 – set-up commands on DAS-6.

1 srun -p defq --gres=gpu:A6000:1 --time=00:15:00 --pty bash -i

2 source /var/scratch/$USER/conda/etc/profile.d/conda.sh
3 conda activate vllm

4 module load cuda12 .3/ toolkit

5 export HF HOME=/var/scratch/$USER/hf

Listing 6.2: Thread 1 command to serve LLama-3.1-8B with vLLM.

1 vllm serve meta-llama/Llama-3.1-8B

Thread 1: Running the inference
Firstly, the infrastructure needs to run vLLM. To connect on DAS-6, for example, we run the following set
of commands from Listing 6.1:

This set of commands from Listing 6.1 selects a node by GPU, in this case, for exemplification purposes, an
A6000, then reserves the node for 15 minutes (line 1). Then, the script loads Conda (line 2), vLLM (line 3),
and the NVIDIA CUDA toolkit drivers (line 4). Then, to serve, e.g., LLama-3.1-8B, we run the command
from Listing 6.2; we note that this command assumes the models are already loaded on the cluster, e.g., from
HuggingFace [172].

Thread 2: NVIDIA-SMI sampler

Tracer starts a remote sampler, through which it connects to the cluster and analyzes GPU utilization using
NVIDIA-SMI [177]. Tracer runs the command shown in Listing 6.3. This command starts just before thread
3 begins, and ends just after thread 3 completes; in other words, NVIDIA-SMI measurements span the period
between sending the prompt and receiving the system response.

Thread 3: Sending the prompt and receiving the system’s output

Lastly, Tracer sends the prompt to the system using the function presented in Listing 6.4. This function
returns the system’s text response. Immediately after that, the monitoring with NVIDIA-SMI is closed, and
the results are stored in files.
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Listing 6.3: Thread 2 – NVIDIA-SMI sampler.

1 cmd = [

2 "ssh",

3 "-i", SURF_KEY_PATH,

4 "-o", "StrictHostKeyChecking=no",

5 f"{SURF_USER}@{SURF_HOST}",

6 (

7 "nvidia -smi "

8 "--query -gpu=timestamp ,utilization.gpu ,utilization.memory "

9 "--format=csv ,noheader ,nounits "

10 f"--loop -ms={ loop_ms}"

11 )

12 ]

Listing 6.4: Thread 3 – sending prompt and collecting reply.

1 HEADERS = {
2 "Content -Type": "application/json",

3 **({"Authorization": f"Bearer {SURF_API_KEY}"})
4 }
5

6 def send_surf_prompt(model: str, prompt: str, max_tokens, temperature) ->

str:

7 payload = {
8 "model": model,

9 "prompt": prompt,

10 "max_tokens": max_tokens,

11 "temperature": temperature,

12 }
13 resp = requests.post(SURF_URL, headers=HEADERS, json=payload)

14 ...

6.2.5 Traces

In this section, we present the traces we obtained. To ensure consistency and minimize system-dependent
performance biases, we ran each measurement 10 times, then selected the median value. After each run,
caches were deleted; between runs, the inference setup was kept identical. All measurements were run on the
SURF infrastructure, which contains a cluster with an NVIDIA A10, serving vLLM, with a temperature of
0.8 and KV-Caching enabled.

We first measured the system’s performance for the prefill phase. We sent prompts growing logarithmically
in length, each of them asking ”Which is the most common word in the following text? Answer in exactly
1 word : LOREM IPSUM DOLOR SIT AMET...”. We used Lorem Ipsum text, generated using [178]. We

present results in Table 6.5.

Then, we measured the system’s performance for the decode stage. We send prompts requesting increasingly
large responses ”Generate an exactly {size} word story about computers”. We present results Table 6.6.

6.2.6 The LLM Trace Archive

We release all the traces used in this research as FAIR dataset [72], which includes both traces leveraged
from peer-reviewed scientific articles and the traces we obtained in this work, by deploying and measuring
real-world LLM ecosystems. We name this archive the LLM Trace Archive.
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Setup PS ML [s] MT [tokens/s]

SURF, A10, LLama-3.1-8B, vLLM default 64 0.054 1,192

SURF, A10, LLama-3.1-8B, vLLM default 128 0.072 1,776

SURF, A10, LLama-3.1-8B, vLLM default 256 0.123 2,095

SURF, A10, LLama-3.1-8B, vLLM default 512 0.213 2,408

SURF, A10, LLama-3.1-8B, vLLM default 1,024 0.436 2,349

SURF, A10, LLama-3.1-8B, vLLM default 2,048 0.819 2,501

SURF, A10, LLama-3.1-8B, vLLM default 4,096 1.749 2,354

SURF, A10, LLama-3.1-8B, vLLM default 8,192 3.860 2,127

SURF, A10, LLama-3.1-8B, vLLM default 16,384 7.347 2,230

Table 6.5: Prefill performance trace. PS represents the prompt size, in tokens, ML represents the median
latency, and MT represents the median throughput.

Setup RRS MRS ML [s] MT [tokens/s]

SURF, A10, LLama-3.1-8B, vLLM default 64 53 2.3 22.5

SURF, A10, LLama-3.1-8B, vLLM default 128 106 4.5 23.1

SURF, A10, LLama-3.1-8B, vLLM default 256 206 9.0 22.8

SURF, A10, LLama-3.1-8B, vLLM default 512 409 18.1 23.0

SURF, A10, LLama-3.1-8B, vLLM default 1,024 769 36.3 21.9

SURF, A10, LLama-3.1-8B, vLLM default 2,048 1,838 73.0 25.1

SURF, A10, LLama-3.1-8B, vLLM default 4,096 3,109 147.2 20.7

SURF, A10, LLama-3.1-8B, vLLM default 8,192 6,585 299.5 21.9

SURF, A10, LLama-3.1-8B, vLLM default 16,384 13,940 617.6 22.5

Table 6.6: Decode performance trace. RRS represents the requested response size, MRS represents the
median response size, ML represents the median latency, and MT represents the median throughput.

Societal impact: We envision the LLM Trace Archive as a main contribution of our work; this FAIR dataset
can significantly alleviate future research efforts, otherwise spent on data collection or system measurement.
Furthermore, the LLM Trace Archive contains unique tracing, the first FAIR dataset in the community to
map the relationship between the amount of tokens (in both prefill and decode phases) and the correspond-
ing execution times. These traces are essential for accurately simulating performance and for validating
predictions, as we show in this chapter. Lastly, the archive enables researches who don’t have direct ac-
cess to datacenter infrastructure to conduct experiments, thereby making a step towards equal scientific
opportunities for everybody.

Future work: Albeit already highly impactful on the community, we envision future work on the LLM
Trace Archive, aided by Tracer, which would add traces for various ecosystems configurations run on various
ecosystems deployments. These new traces could map the relationship between the system workload and
system performance of e.g., various models (e.g., Llama, Granite), of different sizes (e.g., 8B parameter, 32B
parameter), run on different GPUs (e.g., A10, A4000, A6000, A100), and with different vLLM configurations
(e.g., KV enabled/disabled, different temperature varying from 0.0 to 1.0).
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Model Source P L H dh dm B

Llama-3-8B Meta [172] 8 32 32 128 4,096 2

Llama-2-13B Meta [179] 13 40 40 128 5,120 2

Granite-20B IBM [180] 20 52 48 128 6,144 2

MPT-30B Mosaic [181] 30 48 64 112 7,168 2

Table 6.7: Configuration of the LLMs used in our experiments. P = parameters (billions), L = Transformer
layers, H = attention heads, dh = dimension per head, dm = hidden dimension, B = precision in bytes (2 =
FP16).

GPU Vendor M B FP16 C F Pmin Pmax

A10-24GB NVIDIA [171] 24 600 125 9,216 1,695 20 150

A100-80GB NVIDIA [176] 80 2,039 312 6,912 1,410 50 400

Table 6.8: Configuration of the GPUs used in our experiments. M = memory (GB), B = bandwidth (GB/s),
FP16 = tensor-core throughput (TFLOPS/s), C = CUDA cores, F = boost frequency (MHz), Pmin/Pmax =
power draw (W).

6.3 Experimental setup

We validate and run experiments matching step seven of the state-of-the-art and community-vetted AtLarge
methodology on design and validation of computer ecosystems [14]. To facilitate reproducibility and consis-
tency among results, we run all experiments on the same physical infrastructure: an off-the-shelf MacBook
Pro M3 Max, without other user programs running in the background. We run each non-deterministic
experiment 10 times (e.g., performance validation) and report the standard deviation where applicable.

Marconi traces (public): We simulate using traces from Marconi [166], which leverages a set of traces from
various peer-reviewed publicaitons, each of them containing real-world data anonymized. Marconi [166]
release a set of traces which we aggregate into a singular, very-large LLM trace. We use the trace obtained
in Section 6.2.5 as ground truth. Marconi used these traces in their peer-reviewed paper on prefix caching
on hybrid LLMs; thus, we regard this trace useful also for our work when evaluating various prefix caching
policies. Furthermore, we select the Marconi trace for its volume of data, which is crucial for simulating
operation of LLM ecosystems at scale. Specifically, we aggregate all traces from [166], into a large trace
which contains 96,870 entries, where each entry includes the user prompt and the system’s response, as
tokenized, the session ID, the turn ID, and the timestamp. With 3,000 sessions (i.e., 3,000 organizations,
matching the terminology from [11]), we compute an average of 32.29 prompt-response pairs per session.

CO2 trace (public): To simulate CO2 emissions, we use a trace from ENTSO-E, leveraged and used also in
our previous work [68]. This trace was collected from ENTSO-E Transparency Platform [88], “an association
representing 40 electricity transmission system operators from 36 countries across Europe” [88]. In this work,
we use a trace from July 2023 monitoring the amount of CO2 emissions per Wh of energy, at 15-minute
intervals, in the Netherlands.

LLM Models: We validate Kavier against real-world measurements and traces, with an identical experimental
setup: Llama-3-8B, vLLM (default settings, v0.9.0), A10. Then, throughout the experimentation process,
we consider that the LLMs are deployed via vLLM. For the experimentation process, we select four state-
of-the-art LLMs from Kavier’s LLM library, from different industry leaders, and with various configurations.
We represent the specifications of each LLM we use in Table 6.7.

GPU Units: Throughout the experimentation process, we consider GPUs running vLLM, keeping default
settings, as in v0.9.0. Throughout the experimentation process, we use A10 and A100, matching the real-
world configurations, also represented in Table 6.8.
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Figure 6.2: Kavier’s predictions on prefill and decode time compared to the measured reality. The vertical
axis depicts time, while the horizontal axis depicts the size/amount of tokens; specifically, the horizontal axis
shows, for prefill, the amount of prefill tokens and, for decode, the amount of decode tokens. The MAPE for
prefill time is 7.39%, and the MAPE for decode time is 4.00%.

6.4 Exploring Kavier accuracy and performance when simulating
real-world LLM-inference processes

In this experiment, we investigate through discrete-event simulation the impact of input length (prompt size)
and output length (LLM response) on performance. We first analyze the exponentially growing prefill and
decode sizes and compare them with tracings of real-world deployments from Section 6.2.5, thus successfully
validating against the established accuracy (NFR2). Then, we explore the performance of Kavier through
large-trace experiments (NFR1), and showcase the efficiency superiority of the simulation approach compared
to running real-world experimentation.

We run simulations of various prompts, which vary in prefill size exponentially between 26 and 214, and range
in decode size logarithmically between 26 and 214. Figure 6.2 shows, on logarithmic scales (both vertical and
horizontal), the simulated prefill and decode time against real-world measurements (MF1).

We identify a constant gap of 1-2 orders of magnitude between the prefill time and decode time, thus
emphasizing the heavy computation involved in the decoding stage and the lightweight computation from
the prefill stage. Even for very-large prefill lengths of 16,384 tokens (i.e., 214), the elapsed prefill time is
under 10 seconds; in contrast, for the same very-large length, the elapsed decode time is over 500 seconds,
approximately 9-10 minutes.

Addressing (NFR2), we quantify the accuracy of our simulation instrument by measuring the MAPE error
ratio against ground-truth. According to (NFR2), Kavier should model reality with an error rate of at most
10%. However, in this experiment, Kavier achieves an MAPE of 7.39% for the prefill time and a MAPE of
4.00% for the decode time, successfully fulfilling (NFR2), and leading to MF2.

MF1 Kavier can simulate both stages of inference and model-specific behaviour.

MF2 Kavier simulates prefill with an error rate of 7.39 % and decoding with an error rate of
4.00 %.

Addressing (NFR1), we quantify Kavier’s performance through a real-world trace, which aggregates all
the traces released from Marconi [166]. This trace contains 96,869 tasks spanning over 502.1 GPU hours.
According to (NFR1), Kavier should simulate in less than 1% of the equivalent of a real-world experiment;
in this case, Kavier should simulate 502.1 GPU-hours in less than 5 hours, on a regular user machine. We
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Figure 6.3: Measurements of Kavier’s performance across various export rates, compared to (NFR1) re-
quirements, and to the equivalent of running the experiment in a real-world setup. The vertical axis depicts
time, and the horizontal axis depicts the export rate set for Kavier.

Export Rate [s] Mean Time [s] σ [s] σ [%]
1 9.9 0.1 1.0

0.1 92.8 0.8 0.9
0.01 914.8 4.8 0.5

0.001 9,039.7 21.7 0.2

Table 6.9: Raw data from to Figure 6.3; σ is the standard deviation over 10 runs, s represents seconds.

identify a trade-off between simulation granularity and performance; the higher the granularity, the longer
it takes to simulate (and vice versa). Thus, we evaluate Kavier’s performance for export rates of 1 second,
100 ms, 10 ms, and 1 ms, and present the results in Figure 6.3. We observe that Kavier simulates the
workload in under 10 seconds, at second-granularity (MF3), and even meets the established (NFR1), for
millisecond granularity (MF4).

MF3 Kavier can simulate 500 GPU hours in 10 seconds, at second-granularity.

MF4 Kavier can simulate at millisecond granularity (2.5 hours), and still run in under 1% of the
real-world equivalent (500 GPU-hours)

6.5 Analyzing the Impact of KV-Caching on
LLM-Inference Performance

In this experiment, we investigate the impact of KV-Caching presence and absence on ecosystem performance
through simulation aided by Kavier, and analyze how KV on/off affects various 8B-parameter LLMs.

1,000×Marconi Trace: For this experiment, we use the Marconi trace, one thousand times, to simulate
massive-scale, real-world operation. While the original Marconi trace contains 3,000 sessions (i.e., 3,000
users each with one session), and an average of 32.29 prompt-response pairs per session, in this experiment,
we up-scale the input trace to 3 million sessions, each with the same average of 32.29 prompt-response pairs
per session.

Caching: In this experiment, we equip Kavier with a no-prompt prefix caching policy. We focus only on
the impacts of token KV-Caching, where “computation of a new token depends on interactions between its
embedding and the previously stored intermediate KV-Cache tensors” [2]. Since Vaswani et al. introduced
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Figure 6.4: Impact of the presence and absence of KV-Caching on decode performance on industry state-of-
the-art models.

KV-Caching in “Attention Is All You Need”, in 2017 [10], KV-Caching became an industry standard and is
widely used in LLM ecosystems [84, 10, 2]. While KV-Caching has little impact on the prefill time, it reduces
the time complexity for the decode phase from quadratic to linear; thus, in this experiment, we evaluate only
the decode phase.

Simulated Infrastructure: We evaluate the impacts of KV-Caching on and off policy as run on an NVIDIA
A100-80GB [176]. We simulate state-of-the-art LLMs, widely used in real-world setups, and growing in
parameter sizes; we simulate Meta’s LLama-3-8B [172], Meta’s Llama-2-13B [179], IBM’s Granite-20B [180],
and Databricks’ (MosaicML’s) MPT-30B [181], all of them open-source and included in the LLM Library of
Kavier. All the experiments run in this section total approximately 58 GPU years, as run on an NVIDIA
A100. Although we do not have access, nor the physical time, to run these massive-scale experiments on a
real-world NVIDIA A100-80GB, Kavier aids in predicting and anticipating how such real-world ecosystems
would operate, in an availability-, time-, and cost-efficient way, in under 1 hour.

Figure 6.4 shows the performance of the four different models, using and not using KV-Caching. On the
vertical axis, we represent the used models, of 8, 13, 20, and 30 billion parameters, and the presence or absence
of KV-Caching. On the horizontal axis, we represent the total GPU time, represented on a logarithmic scale,
required to run the given workload. We identify a 2 to 3 order magnitude gap between the presence and the
absence of KV-Caching (MF5). Thus, while the absence of KV-Caching would lead to a total of 58.76 GPU
years, the adoption of KV-Caching reduces the computation time by a factor of 497x, to only 0.11 GPU
years (MF5). Moreover, we observe a direct relationship, converging to a linear growth, between the model
size (number of parameters) and the decode time, for both policies of using and not using KV-Caching.

We identify the 2 to 3 orders of magnitude difference between KV-Caching enabled and disabled as a direct
consequence of their fundamentally different time complexities. Specifically, the absence of KV-Caching
in autoregressive token generation (decode phase) has a time complexity of O(n2) (n is the number of
tokens in the decode sequence), and each new token needs to recompute attention over the entire sequence
generated so far [10]; to recompute attention, the attention mechanism repeatedly performs computations over
a continuously growing set of previously generated tokens. However, the presence of KV-Caching allows for
keeping cached previously conducted computations (i.e., token matrices), and computing only new, unseen,
and not caches token multiplications. The presence of KV-Caching reduces time complexity from quadratic
(O(n2)) to linear (O(n)).

This experiment thus emphasizes the need for a detailed analysis of the impacts of caches on performance.
In general, caches offer significant performance benefits when workloads grow; for example, processing units
(e.g., CPU, GPU) use multi-level caches to reduce latency when accessing frequently-used instructions and
data, and adopt principles of temporal and spatial locality. However, caching can affect performance if
workloads exhibit low locality, such as in cache-trashing scenarios in these processing units where frequent
and incorrect cache misses leads to worsen performance, instead of improved performance.
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We argue that caching in LLM ecosystems can reflect similar behaviour to caching in processing units.
However, there is currently a gap in understanding the degree, sometimes magnitude, to which caching can
help or “dishelp”. We envision significant future work, both by us and by the community, in analyzing the
impact of caches on the performance and subsequent aspects of LLM ecosystems.

MF5 KV-Caching can improve ecosystem performance by 2 to 3 orders of magnitude; in this
experiment, KV-Caching improves performance by 497x.

MF6 Simulation enables prediction of 59 GPU years in under 1 hour.

6.6 Analyzing the Impact of Prompt-Prefix Caching Policies on
LLM-Inference Performance, Sustainability, and Efficiency

In this experiment, we analyze the impact of prefix caching on prefill performance through discrete-event
simulation aided by Kavier.

Prompt prefix matching - experiment setup: In this experiment, we equip Kavier with a Least Recently

Used (LRU) cache eviction policy. We simulate session caches where users can benefit only from their own
prefill caches, and caches are not shared between users. We also identify the existence of global caches,
which are a large, global, and shared pool of caches among all users; in this experiment, we do not simulate
global caches. Lastly, in our experiment, we set various maximum capacities of this cache, between 2 and 64
prompts, and we analyze cache hit ratios.

Prompt prefix matching - OpenAI setup: OpenAI acknowledges they use a prompt-prefix caching technique,
available for 1,024 tokens or more, where “only the prompt itself is cached, while the actual response is
computed anew each time based on the cached prompt” [11]. OpenAI uses a system-load-based eviction
policy, where cached prefixes remain active for 5-10 minutes or up to one hour during off-peak hours [11].
OpenAI claims to be using the equivalent of what we define as session caches, which helps them reduce
latency by up to 80% and costs by up to 75% [11].

6.6.1 Exploring matching prompt prefix length and size caches

We analyze various prefix caching policies, specifically disabling prefix caching and setting the minimum
matching tokens to 1,024 (used by OpenAI [11]), 2,048, and 4,096. We select the baseline at 1,024, and
consider this number as the industry standard, and the minimum matching size of the prefix matching for
which the cache hits are still helpful for accuracy; we select twice and four times higher prefix matching sizes,
thus higher caching strictness, which in theory should ensure better accuracy when cache hits occur.

We evaluated with caches of up to 8 prompts and 16 prompts. Considering the in-session scope of caches,
caches of 8 and 16 prompts should be already sufficient, as the average conversation with an LLM has an
average of “8.95 turns (n.b., prompts) per dialogue” [182] and “65.5% of conversations finish within 10
turns” [183]. We measured the impact of these setups on the Cache-Hit Ratio and Prefill time and show the
results in Figure 6.5 and Figure 6.6.

In Figure 6.5, we represent the impact of the size of prefix matching on the cache-hit ratio and observe
that a cache size of 16 prompts has approximately a double cache-hit ratio compared to a cache size of
8 prompts. We also identify a slight decreasing trend in the cache hit ratio as the prefix tokens increase
and, thus, the caching policies become stricter. For 1,024 prefix tokens, the industry-standard (OpenAI)
prefix caching policy yields a cache hit rate of 5.14% and 11.21%, for caches of maximum 8 and 16 prompts,
respectively (MF7, MF8).
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Figure 6.6: Prefill latency vs. prefix matching sizes.
We measure with a cache size of 8 and 16 prompts,
and an LRU eviction policy.

MF7 In this experiment, we identify cache sizes of 16 prompts as having a twice higher cache-hit
ratio than cache sizes of 8 prompts).

MF8 For minimum prefix caching size of 1,024 tokens the cache-hit ratio is 5.14% for caches of 8
prompts and 11.21% for caches of 16 prompts.

In Figure 6.6, we illustrate the equivalent real-world prefill time for running the Marconi aggregated trace,
which complements Figure 6.5. Simulating the no-caching policy, we observe a total prefill time of 124.15 GPU-
hours, while caching can reduce latency by up to 11 GPU-hours. For cache sizes of up to 8 prompts, we
observe an average improvement of approximately 5.1 hours, equivalent to a 4.0% improvement relative to
no caching (MF9). For a cache size of up to 16 prompts, the average relative improvement is 8.8% (MF10),
which is already substantial for SLOs and QoS when running LLM ecosystems at a societal scale. Lastly, we
identify a relative improvement for the 1,024 tokens policy of 8.7%.

MF9 Prefix caching can reduce latency by 4.0%, over caching of 8 prompts.

MF10 Prefix caching can reduce latency by 8.8%, over caching of 16 prompts.

OpenAI reports that, using prompt prefix caching of 1,024 tokens, and a cache eviction policy based on system
load, “can reduce latency by up to 80% and cost by up to 75%” [11]. We observe a one-order-of-magnitude
gap between our findings in this experiment and the improvements reported by OpenAI [11]. We identify
three main possible causes for this finding.

Potential cause 1: OpenAI’s experimental setup and our experimental setup differ in the cache eviction policy
(we use LRU, while OpenAI uses system-load), in cache size (we use various sizes for the cache, while OpenAI
does not report the size), and in the input trace (our trace and their trace most probably don’t coincide).
Despite attempting to reproduce their experiments, OpenAI does not release the experimental setup or the
used traces as open-source. Thus, we cannot investigate the eviction policy or the impact of the input trace
further (we can further explore the effect of the cache size, which we do in Section 6.6.2). However, it seems
unlikely that this specific difference in setup leads to such a large performance gap as identified in MF10.

Potential cause 2: OpenAI could be using global caches, instead of session caches. This is a large difference
that goes beyond our setup and, because of the much higher potential to optimize when using the much larger
global cache and its superior oversight on all prompts, it appears a likely explanation of the performance
gap between our MF8 and OpenAI’s reported performance. However, due to the closed-source nature of
OpenAI’s operational pipelines, we are unable to investigate this aspect further.
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Figure 6.7: Impact of the size of in-session caches on cache hit ratio and total GPU time.

Potential cause 3: Our measurements and reports, or OpenAI’s measurements and reports, or both, may
contain core errors that would affect the final reported results. For potential external validation of results
and future research, we release all traces and codebase as open science. However, we cannot investigate the
experimental process of OpenAI’s measurements since this information is not publicly available.

6.6.2 Exploring the implications of cache size

Further exploring potential cause 1, we analyze how the size of the cache, measured by the number of prompts
it can hold, impacts the cache-hit ratio and the total GPU time.

Figure 6.7 illustrates our findings. On the horizontal axis, we represent the size of the cache, growing
exponentially from 2 to 64 prompts; on the left vertical axis and with the blue straight line, we illustrate the
cache-hit ratio; on the right vertical axis and with the orange discontinuous line, we illustrate the GPU time
measured in hours.

We identify an increasing trend in the cache-hit ratio and a decreasing trend in GPU time, both of which
are expected trends since the size of the cache increases and, thus, more prompts can be cached. However,
the growing and diminishing trends are unexpectedly large, where the cache hit rate increases from 1.3% for
caches of 2 prompts to 57.7% for caches of 64 prompts (MF11), and the GPU total time (i.e., total latency)
decreases from 122.83 hours to 43.21 hours.

Focusing on the cache size of 64 prompts, we observe a 65.2% improvement in latency (relative to the absence
of caching and 124.15 GPU hours), and expect a similar scale improvement in costs, both financial and
environmental. While these findings match, at least in scale, the number reported by OpenAI [11], we argue
that caches of 64 prompts are challenging to operate from both computational and usability perspectives.

From a computational perspective, storing individual caches of 64 prompts for each session would rapidly
overwhelm the ecosystem’s resources as the number of users scales to millions. LMSYS-Chat-1M, a large
dataset containing one million real-world conversations from 25 LLMs, reports an average of 69.5 tokens per
prompt [184]; for only 1 million concurrent users, all using GPT-4o-mini (an 8 billion parameter model, the
smallest LLM OpenAI provides), 64 prompts per session, and 69.5 tokens per prompt, results in 2.33 GB per
user, and 2.33 PB for hosting 1 million users at once. (6.1)-(6.6) show our computations.

T = Mt ×Mp ×Ms × U (6.1)

Mt = 2 × 2 × 32 × 4096 = 524, 288 bytes = 0.52 MB per token (6.2)

Mp = 524, 288 × 69.5 = 36, 438, 016 bytes = 36.44 MB per prompt (6.3)

Ms = 36.44 × 64 = 2, 332.16 MB = 2.33 GB per user (session) (6.4)

U = 106 users (sessions) (6.5)

T = 2.33 × 106 GB = 2.33 PB (6.6)

88



Chapter 6: Trace-Based Experiments with Kavier

where T=total memory, Mt=memory per token, Mp=memory per prompt, Ms=memory per session, U=users.

From a usability perspective, the average user session does not even reach 64 interactions; according to [185,
183, 182], the average chat contains less than 10 interactions ([185] reports an average of 3.5 interactions,
[183] “reports that over 65.5% of conversations finish within 10 turns”, [182] report an average of ”8.95 turns
per dialogue”). This means that, usability-wise, the expected cache-hit ratio would be that corresponding
to between 3.5 and 10 prompts; so, at most 10% cache-hit ratio (see shaded area in Figure 6.7), far off the
maximum of above 65% for 64 or more prompts per dialogue.

We thus conclude that, given our experimental setup, storing in-session caches and reducing latency by costs
by 75%, respectively 80%, is computationally- and usability- wise challenging (MF12).

MF11 Session caches of 64 prompts can lead to 57% cache hit ratios, and improve lantecy by 65%.

MF12 Session caches of 64 prompts, with small models (8B parameters, e.g., GPT 4o-mini),
and 1 million concurrent users, would constantly occupy 2.33 PB of caches. This is
computationally- and usability- wise challenging.

6.6.3 Performance, Sustainability, Efficiency

Throughout this experiment, we leveraged the capabilities of the Kavier prototype for predicting perfor-
mance (FR3), sustainability (FR4), and efficiency (FR5). In total, Section 6.6 contains measurements
spanning over 2,500 GPU (A10) hours in a real-world setup, and only 0.6 simulation hours on a regular-
user machine (i.e., not a supercomputer) (FR3), (MF14). Similarly, the simulation approach consumed
approximately 7,075x less energy than the real-world simulation equivalent (FR4) (MF15).

Lastly, through the Kavier performance module, we computed the financial efficiency and ratio between
real-world-based and simulation-based experimentation (MF16). We consider the hourly running cost of the
personal machine to be equal to the cost of renting an A10.

R =
Esim

Ereal
=

Psim
T

∆Tsim

Preal
T

∆Treal

=
Psim × ∆Tsim × T

Preal × ∆Treal × T
=

(PA10 × ∆Tsim) × ∆Tsim

(PA10 × ∆Treal) × ∆Treal
=

∆T 2
sim

∆T 2
real

=
0.62

25002
≈ 1 : 173, 000, 000

(6.7)

where R is the financial efficiency ratio between simulation and reality, sim refers to simulation-driven experimenta-

tion, real refers to reality-driven experimentation, E is efficiency, P is price, ∆T is time, T is the amount of processed

tokens.

MF13 - MF16 successfully validate the main function requirement MFR: ”Simulate performance, sustainabil-
ity, and efficiency of LLM ecosystems under inference”, and prove the superiority of our proposed approach,
simulation-based experiments, over real-world-based experiments MF16.

MF13 Kavier enables conducting real-world experiments in a time and cost-efficient way, through
discrete-event simulation.

MF14 Performance – Kavier: 0.6 h, Reality: 2,500 GPU h (via Kavier performance).

MF15 Energy – Kavier: 0.054 KWh. Reality: 375 KWh (via Kavier Sustainability).

MF16 Financial efficiency improvement – 1:173,000,000 Kavier : reality (via Kavier Efficiency).
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6.7 Discussion

We now summarize the contributions of this chapter, the final content chapter of this thesis, and envision
future experimentation. Many thanks, reader, if you have reached the page of our work, we hope you enjoyed
the journey, ’cause we surely did!

Summary: In this chapter, we conducted the first open-science tracings of LLM ecosystems, which show
the relationship between the prefill length, the decode length, and the time required to run the prefill and
decode stages. We engineered Tracer, a utility tool for tracing LLM infrastructure. We release Tracer as
open-science, and we release all the traces as an open-science LLM Trace Archive.

Then, using the ground-truth measurements, we validated Kavier against the established non-functional re-
quirements for accuracy and performance, and validated Kavier against the remaining requirements through
experimentation. We explored the massive impact (Token) KV-Caching has on LLM ecosystem performance,
and identified differences of 2-3 orders of magnitude between its KV-on and KV-off. Lastly, we explored
prompt prefix caching and reproduced results from OpenAI through experimentation aided by Kavier; we
identified discrepancies between our findings and their reports, and identified three possible causes. We then
explored in depth one of these causes (the other two could not be explored because OpenAI’s operational
pipelines are closed source). We then validated Kavier-aided experimentation versus real-world experimen-
tation and identified orders of magnitude improvements of the simulation approach, the largest being of
1:173,000,000 in financial efficiency improvement.

Future exploration: Kavier enables the exploration of large-scale systems in a time- and cost-efficient manner,
without requiring access to real-world ecosystems or incurring the financial, time, and configuration burdens.
We envision Kavier as aiding in exploring future aspects of LLM inference, with the current prototype.

We envision future research and exploration on how different prefix caching policies and cache eviction policies
(e.g., least recently used, least frequently used, random) can impact system metrics. We also envision future
research in exploring the most energy-efficient configurations while still meeting performance-sustainability
real or synthetic SLOs.
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7
Conclusion and Future Work

In this chapter, we summarize the contributions of our work and envision future research and exploration of
LLM ecosystems through simulation.

7.1 Conclusion

We investigated in this work how to enable analysis of LLM ecosystems through discrete-event simulation
(MRQ). We identified and addressed three research questions, methodologically matching the state-of-the-
art AtLarge vision on design of distributed systems and ecosystems [14]. In Chapter 1, we described the
societal impact of LLM ecosystems and described the potential benefits of a simulation instrument of LLM
ecosystems under inference. We identified two main problems: the lack of such a scientific instrument and the
lack of a (robust) reference architecture of LLM ecosystems under inference, on which the simulator would
map against. In Chapter 2, we provided relevant background and analyzed existing reference architectures,
prior to this work. In Chapter 3, we designed a reference architecture for LLM ecosystems under inference
and validated the architecture against real-world ecosystems. In Chapter 4, we proposed Kavier, a scientific
instrument for simulating the performance, sustainability, and efficiency of LLM ecosystems under inference.
We then prototyped Kavier Chapter 5. In the absence of real-world traces necessary for validating Kavier,
we deployed LLM ecosystems and deployed real-world infrastructure. We then successfully validated Kavier
in Chapter 6, and analyzed the impact of various caching policies on ecosystem, performance, sustainability,
and efficiency. We now answer each research question punctually:

RQ1 How to synthesize and validate a reference architecture of LLM ecosystems?
In Chapter 3, we have conducted a literature review and analyzed existent reference architectures
of LLM ecosystems under inference. We detailed positives and negatives and identified that none
of the existent reference architectures are sufficient to map an LLM ecosystems simulator upon.
Existent architectures are either incomplete [61], non-inference oriented [61, 62, 63], assume a (too)
high degree of homogeneity of LLM ecosystems [62], vetted, following state-of-the-art approaches in
distributed systems, but too universal [16], or do not follow a distributed systems approach [62]. To
design a robust reference architecture for LLM ecosystems under inference, we defined a set of design
requirements and design principles which guide our design process. We then proposed a reference
architecture of the current continuum of LLM ecosystems, mapping to real-world deployments. To
validate our reference architecture, we explicitly mapped our model to four real-world ecosystems,
out of which two in-detail (IBM, OpenAI) and two high-level (Ubicloud, Databricks), and against
a state-of-the-art reference architecture from the scientific community.
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RQ2 How to design Kavier, a scientific instrument for cache-aware simulation analysis of
the performance, sustainability, and efficiency of LLM ecosystems under inference?
In Chapter 4, we have designed Kavier adhering to stage 1 of AtLarge Design Process [14]. We
established a set of requirements which guide our design process, then propose a high-level design of
Kavier, the first scientific instrument for predicting the performance, sustainability, and efficiency
of LLM ecosystems under inference, through discrete-event simulation and cache-awareness. We
designed Kavier as modular and leveraging peer-reviewed capabilities of predicting sustainability
of OpenDC [7, 70]. We also designed Kavier as able to predict the continuum cache-aware, and
model the impacts various caching policies (e.g., prompt prefix caching, KV-Caching) have on LLM
ecosystems. We then detailed each main module of Kavier, specifically the performance module, the
sustainability module, and the efficiency module. Lastly, we systematically evaluated our proposed
design against established functional and non-functional requirements.

RQ3 How to implement and integrate Kavier within a peer-reviewed, discrete-event data-
center simulator?
In Chapter 5, we implemented a prototype of Kavier and integrated with OpenDC. We developed
Kavier following state-of-the-art software engineering practices and so industry-standard software
engineering processes. We integrated Kavier and OpenDC, thus allowing Kavier to leverage the
peer-reviewed capabilities of OpenDC to simulate sustainability [7, 70].

RQ4 How to evaluate a Kavier prototype with trace-based realistic scenarios?
In Chapter 6, we collected traces for validation of Kavier and simulation-driven experimentation
aided by Kavier. We identify a gap in open-source traces, as none of them was revealing the
relationship between the prefill/decode size and the prefill/decode performance. To address this
challenge, we deployed LLM ecosystems on real world infrastructure from SURF, engineered a utility
tracing tool, and obtained traces matching the validation needs for Kavier. We then validated Kavier
and identify its ability to simulate hundreds of GPU hours within seconds, with at-second-granularity
predictions, and with error rates of less than 8%. With a validated prototype, we analyzed impacts
of the presence and absence of KV-Caching on massive-scale LLM inference. Laslty, we analyzed
impacts of prompt prefix caching on system performance and contrasted our findings with real-world
reports from OpenAI.

We released all instruments, tools, and traces as open-source and open-science. Specifically, we release a
parent-repository containing:

1. Kavier, the scientific instrument we designed, engineered, and validated in this work.

2. The LLM Trace Archive, containing all the traces used in this work, both leveraged from peer-reviewed
articles and obtained by us, by tracing real-world deployments.

3. Tracer, the utility tool we built for tracing LLM ecosystems.

4. A reproducibility capsule of all our experiments, with a guide on how to reproduce our findings.

5. This thesis.

The parent-repository can be found on GitHub, via
https://github.com/Radu-Nicolae/On-Simulating-LLM-Ecosystems-under-Inference.

7.2 Future work

We envision four main areas of future research, building upon our contributions from this work.

1. Simulation of heterogeneous, highly-distributed LLM ecosystems: We plan to broaden the fidelity of
the models and expand the current prototype of Kavier to predicting high-heterogeneity infrastructure:
multi-GPU, TPU, and NPU parallelism, network, memory contention, geo-distributed and multi-layered
caches, and multi-level metric report card. By supporting simulation of highly heterogeneous and
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distributed infrastructure, Kavier can evolve from the current simulator status to an LLM ecosystem
simulation twin, able to close to perfectly mimic reality.

2. The LLM ecosystem Digital Twin: Digital twins are simulation ecosystems, where simulation instru-
ments (e.g., Kavier) are connected to the operational ecosystem. There is a continuous feedback loop
between 1) the LLM ecosystem running LLM workloads (e.g., inference, fine-tuning, training), 2) the
metrics reported by the ecosystem (operational data analytics, live telemetry), which are transmitted
to the simulator, 3) the simulator’s predictions to adjust the infrastructure such that the ecosystem
operates as efficient and performant, while still meeting the SLOs and QoS, predictions which are
transmitted to the LLM ecosystem and 4) the LLM ecosystem which reacts based on the simulator’s
predictions. There is currently no such digital twin for LLM ecosystems, nor for ICT infrastructure. We
envision Kavier as taking the role of the simulator within a potential digital twin of LLM ecosystems
under inference.

3. LLM ecosystems under training workloads: We identify simulation of the training stage as potential
future work and future capabilities of Kavier. While inference represents the largest proportion of
an LLM’s lifetime, the training of large language models also raises high performance, sustainability,
and efficiency challenges. We envision a future version of Kavier as capable of simulating the holistic
lifecycle of an LLM ecosystem, from the initial deployment in the training pipeline until the last prompt
of the last user interacting with the respective LLM ecosystem. Similarly, to the inference process, we
envision digital twins as crucial also for LLM training.

4. Educating future generations: We plan to develop educative material around Kavier and OpenDC, and
deliver as a series of interactive workshops, seminars, and assignments to educate future generation of
scientists and engineers, on how to responsibly use, deploy, and monitor LLM ecosystems, focusing on
the model inference aspect. Thanks to the open-source nature of all our contributions, such material can
be developed both by us or by other researchers and educators from the community, and can be in-depth
explored by the students who would engage in these educational activities. We envision various difficulty
educational materials, matching various academic ages, from highschool, to Bachelor’s, Master’s, and
Doctorate levels. Such educational activities, both emerging from this work and from other work, are
essential for training future generations on systematically, in-depth, and ethically exploring, researching,
and engineering LLM ecosystems, and, overall, on responsibly Massivizing Computer Systems.
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