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Storage QoS demands are increasing 

Big data, HPC

I/O
Block SSDs are fast, but… Requires QoS!
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Block SSDs do not deliver QoS

[1] IEEE CLUSTER’23, Krijn Doekemeijer; Nick Tehrany; Balakrishnan Chandrasekaran; Matias Bjørling; Animesh Trivedi, Performance characterization of NVMe Flash 
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Solution: data-placement SSDs
● Expose I/O management to host
● Example: ZNS, FDP
● Achievable stable I/O performance
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Host I/O management interferes
● We observed all ZNS I/O management operations to interfere
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● We observed all I/O management operations to interfere with I/O
● For example on read:
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Host I/O management interferes
● We observed all I/O management operations to interfere with I/O
● For example on read:  

● ZNS performance is only stable if I/O management is done efficiently

-42.6%
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Key problem: How to deal with I/O management performance interference?

Our solutions:

S1 – Characterize: ZNS I/O management interference 

S2 – Emulate: ConfZNS++

S3 – Mitigate: 2x host solutions

What we will discuss today
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Background: ZNS SSDs
● ZNS: Storage as a series of disjoint sequential write zones

Zone 2 Zone 3 Zone 4Zone 1



6

Background: ZNS SSDs
● ZNS: Storage as a series of disjoint sequential write zones
● Limited resources: limited number of active zones

Zone 2 Zone 3 Zone 4Zone 1

max 2 active inactive active active inactive
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Background: I/O management 
● How do we release a zone’s resources?

Host fill…

active

active

inactive

1
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Background: I/O management
● How do we release a zone’s resources?
● What if we do not have data → I/O management operations!

Finish

active

inactive

1

Host fill…

active

active

inactive

1

2
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Background: I/O management 
● How do we release a zone’s resources?
● What if we need to delete → I/O management operations!

Reset

active

inactive

1

Finish

active

inactive

1

Host fill…

active

active

inactive

1

2
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Background: I/O management interference

Finish

Zone 1 Zone 1

Flash channel 1 Flash channel 2
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Background: I/O management interference

Finish
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Flash channel 1 Flash channel 2
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Background: I/O management interference

Finish

Zone 1 Zone 1

Write

Zone 3 Zone 3

Flash channel 1 Flash channel 2Sharing
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S1 - Finish interference on I/O
Experiment: Reading from ZNS with concurrent finish operations
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S1 - Finish interference on I/O
Experiment: Reading from ZNS with concurrent finish operations

12 4 8 1632
64

128
!!
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S1 - What else did we characterize?
● 8 key performance observations! (see paper)
● Finish interferes significantly on:

○ Write
○ Read

● Reset interferes significantly on:
○ Write Finish

Interferes!

I/O Reset

Interferes!

I/O
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S2 - Emulation: ConfZNS++
Problem: No emulator has function-realistic management performance
Consequence: Host software performance is not representative
Solution: Our ConfZNS++ emulator 

[1] SYSTOR’23, Inho Song, Myounghoon Oh, Bryan Suk Joon Kim, Seehwan Yoo, Jaedong Lee, and Jongmoo Choi, ConfZNS: A Novel Emulator for Exploring Design Space 
of ZNS SSDs

Emulator I/O: 
Read/Write

Reset Finish Zone 
mapping

ConfZNS ✓ — ✗ ✗

ConfZNS++ ✓ ✓ ✓ ✓

Supported performance models
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S2 - ConfZNS++: finish design

How to fill…?
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S2 - ConfZNS++: finish design
1. What request size?
2. Pause between requests?
3. Preempt on concurrent I/O?

How to fill…?
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S2 - ConfZNS++: finish design

Size?
(1 page)

1. What request size?
2. Pause between requests?
3. Preempt on concurrent I/O?

Size? 
(1 page)

1 2

Size? 
(2 pages)

1

For example
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S2 - ConfZNS++: finish interference
Experiment: Reading from ZNS with concurrent finish operations
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S2 - ConfZNS++: finish interference
Experiment: Reading from ZNS with concurrent finish operations
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S2 - ConfZNS++: finish interference
Experiment: Reading from ZNS with concurrent finish operations

64
32

168421

Observable Interference!
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S2 - ConfZNS++: finish interference
Experiment: Reading from ZNS with concurrent finish operations

64
32

168421
Request size has an impact!
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● ConfZNS++ has:

1. 3x Finish designs

2. 5x Reset designs

3. 2x Zone mapping designs

● Highly configurable to support adding new decisions

S2 - ConfZNS++: what else?
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S3 - Reducing interference
● Demonstration of reducing interference:

1. Softfinish — host-managed finish
2. ZINC — management aware I/O scheduler

MQ-Deadline

Write Read

ZINC

Write ReadFinish Reset Finish Reset

Softfinish
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S3 - Softfinish background

Finish Host fill…

● Finish control knobs?

1 1

2

Oblique…

No control… Oblique…
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S3 - Softfinish background

Finish Host fill…

● Finish control knobs?
○ Explicit finish: too transparent
○ Host fill: too oblique 

1 1

2

Oblique…

Oblique…No control…
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S3 - Softfinish background
● Finish control knobs?

○ Explicit finish: too transparent
○ Host fill: too oblique 

● Idea: Combine finish and host filling
Finish Host fill…

1 1

2

Oblique…

Oblique…No control…
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S3 - Softfinish design
● Transparent host filling with control knobs

Softfinish(write granularity, pause)

1
1

2

3

4

+granularity

+granularity

pause
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S3 - Softfinish results
Experiment: Softfinish at different granularities on read performance
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S3 - Softfinish results
Experiment: Softfinish at different granularities on read performance

124 8 16
32

64
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More details/results in the paper …
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Take-away message

1. SSD I/O management interferes with I/O performance!
2. Data placement SSDs (ZNS, FDP...) expose management

● Host-controllable interference!
3. This Interference was not available in emulators…

● ConfZNS++ adds support to ZNS emulators
4. Two solutions to reduce interference on the host

Paper: 
https://atlarge-research.com/pdfs/2024-confznsplusplus.pdf 

Source code: 
https://github.com/stonet-research/systor-confznsplusplus-artifact 

Supported by NWO, Western Digital, Graph Massivizer, and 6G FNS

https://atlarge-research.com/pdfs/2024-confznsplusplus.pdf
https://github.com/stonet-research/systor-confznsplusplus-artifact
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Thank you for listening!

Contact information:
● Mail:  k.doekemeijer@vu.nl
● GitHub: https://github.com/stonet-research/systor-confznsplusplus-artifact

Supported by NWO, Western Digital, Graph Massivizer, and 6G FNS

Paper: 
https://atlarge-research.com/pdfs/2024-confznsplusplus.pdf 

Source code: 
https://github.com/stonet-research/systor-confznsplusplus-artifact 
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