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Up to millions of IOPS
< 10 μs latency

QoS guarantees

● Latency 
● Throughput

Background
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Why Kyber?
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In our previous paper: BFQ, Multiqueue-Deadline, or Kyber? Performance 
Characterization of Linux Storage Schedulers in the NVMe Era (ICPE’24)
Kyber has  
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Less overhead, better scalability. Less lock contention.



The Kyber I/O Scheduler
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Setup

Linux I/O schedulers
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SSD Performance: Interference
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Write has significant effect on read performance.



SSD Performance: Interference
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RQ1:
Effects of the configurations on performance



Read L-app + Write T-app (Read Latency)
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read latency.
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Read T-app + Write T-app (Read Throughput)
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102.0x 1.8x

Lower target latency → higher throughput.
Read and write have different sensitivity to Kyber configurations.
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RQ2: 
Effect of the configurations with different file systems



 Read L-app + Write T-app, with File System
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All the three file systems can provide lower read latency than the block layer.

Read P99 Latency Write Throughput

Prioritize read → low read latency at the cost of write throughput.



 Read L-app + Write T-app, with File System
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ext4 and xfs: prioritizing read/write →high read/write throughput.

f2fs: prioritizing read → slightly higher read throughput but much lower 
write throughput.

Write ThroughputRead Throughput



Conclusion
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1. What are effects of the Kyber configurations on performance?

● Relative lower target latency → lower latency and higher 

throughput.

● Read performance is more sensitive 

than write.

2. What are the effects of the configurations with different file systems?

● ext4 and xfs → similar to using the block layer directory.

● f2fs → prioritizing reads lead to comparable read throughput 

than other configurations.



Take-home Messages
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Paper: https://atlarge-research.com/pdfs/hotcloudperf24-kyber.pdf 
Source code: https://github.com/ZebinRen/hotcloudperf24-kyber-artifact-public 

2. How much that Kyber’s configuration affect the performance depends 

the sensitivity of the requests on concurrency.

3. Kyber’s configuration has different effect on the I/O performance 

with different file systems.

1. Kyber’s configurations, read/write target latency, can be treated as 

priority.

https://atlarge-research.com/pdfs/hotcloudperf24-kyber.pdf
https://github.com/ZebinRen/hotcloudperf24-kyber-artifact-public
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Thank you!
Questions?

Paper: https://atlarge-research.com/pdfs/hotcloudperf24-kyber.pdf 
Source code: https://github.com/ZebinRen/hotcloudperf24-kyber-artifact-public 

https://atlarge-research.com/pdfs/hotcloudperf24-kyber.pdf
https://github.com/ZebinRen/hotcloudperf24-kyber-artifact-public


Resources

20

https://www.samsung.com/nl/memory-storage/nvme-ssd/980-pro-pcle-4-0-nvme-m-2-ssd-1tb-mz-v8p1t0bw/
https://www.intel.com/content/www/us/en/products/details/memory-storage/data-center-ssds/optane-dc-ssd-series.html
https://www.anandtech.com/show/12376/samsung-launches-zssd-sz985-up-to-800gb-of-znand
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Linux I/O schedulers

New I/O schedulers

1. BFQ (Budget Fair Queueing) https://www.kernel.org/doc/html/latest/block/bfq-iosched.html 
2. Two new block I/O schedulers for 4.12 https://lwn.net/Articles/720675/
3. Deadline IO scheduler tunables 
https://docs.kernel.org/block/deadline-iosched.html#:~:text=The%20goal%20of%20the%20deadline,value%20in%20units%20of%20milliseconds. 
4. BFQ I/O Scheduler For Linux Sees Big Scalability Improvement https://www.phoronix.com/news/BFQ-IO-Better-Scalability 
5. MQ-Deadline Scheduler Optimized For Much Better Scalability 

1. Myoungsoo Jung, Wonil Choi, Shekhar Srikantaiah, Joonhyuk Yoo, and Mahmut T. Kandemir. HIOS: A Host Interface I/O Scheduler for Solid State Disks. 
ISCA 2014.
2. Mingyang Wang and Yiming Hu. An I/O Scheduler Based on Fine-Grained Access Patterns to Improve SSD Performance and Lifespan. In Symposium on 
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3. Hui Lu, Brendan Saltaformaggio, Ramana Rao Kompella, and Dongyan Xu. vFair: Latency-Aware Fair Storage Scheduling via per-IO Cost-Based 
Differentiation. SoCC 2015.
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2021.
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Baseline Performance
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Baseline performance of Samsung 980 PRO SSD with the None scheduler.



Block Interface: L-app (Read) + T-app (Write)
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Performance of the combination of L-app (read) and 
T-app (write) with different Kyber configurations.



Block Interface: T-app (Read) + T-app (Write)
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Performance of the combination of T-app (read) and 
T-app (write) with different Kyber configurations.



FS: R-app (Read) + T-app (Write)
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Performance of the combination of R1–W256 with 
different Kyber configurations with file systems.



T-app (Read) + T-app (Write)
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Performance of the combination of R256–W256 with 
different Kyber configurations with file systems.
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SSD Performance: Asymmetric R/W Performance
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Workload Read Throughput
(KIOPS)

Read Latency
(us)

L-app (R) 17.0 77.5

T-app (R) 364.3 793.8

L-app (R) + L-app (W) 4.0 1,879.2

L-app (R) + T-app (W) 0.3 15,217,5

T-app (R) + T-app (W) 83.2 15,283.0


