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Abstract

In this thesis we explore power measurement and modeling within the com-

pute continuum. Specifically, we examine the power consumption of devices

in the compute continuum, spanning from user-facing endpoint devices, like

security cameras or smartphones, to cloud infrastructures. In addition, we in-

vestigate the role of different network standards, that is, WiFi and Ethernet, in

influencing power consumption. We consider the constraints and the practical

hurdles coming with the possibility to combine various devices and the variety

of components within the devices itself, when creating an overarching model to

measure the power consumed by these devices.

A command-line application prototype is developed to analyze power usage

across different compute continuum configurations, employing diverse measure-

ment and modeling techniques. The prototype we developed is adaptable to

different compute continuum configurations, by having different measurement

and modeling techniques. Furthermore, by providing real-time data reporting

and timestamps, the prototype allows calculations of energy use of the mea-

sured devices as well. The prototype’s performance is validated through exper-

iments simulating different configurations of the compute continuum. Results

demonstrate that the prototype accurately measures power usage and adapts

to various configurations. Additionally, the results highlight the trade-offs be-

tween computational power and electrical power.

This study contributes to understanding power usage in extensive computa-

tional activities and promotes sustainability in the tech industry by offering

tools and methodologies to optimize energy consumption across the compute

continuum. All source code, including artifacts for reproducibility, is available

at https://github.com/davidfreina/VU-Thesis-24.

https://github.com/davidfreina/VU-Thesis-24
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Introduction

The continuous evolution of computing technologies has propelled modern society into the

era of the compute continuum, where the boundaries between endpoints, such as mobile

phones, Internet of Things (IoT) devices and smart devices, edge, and cloud computing

are increasingly blurred. The concept of a compute continuum refers to a fully integrated

computing architecture that spans from endpoints across edge servers to centralized cloud

infrastructure as seen in Figure 1.1. While the model only refers to a network of devices

it is used with specialized techniques to enhance resource allocation and data processing

tailored to specific application requirements including speed, data volume, user interaction,

and security. This approach also addresses common trade-offs between the devices in the

continuum, such as balancing available resources with the devices’ proximity to users, to

achieve optimal performance and efficiency.

This integrated ecosystem offers unprecedented computational power and connectivity

due to its complex, distributed infrastructure, which combines diverse hardware, software,

and user needs. However, the inherent heterogeneity of the compute continuum poses a

significant challenge regarding power consumption monitoring. The diversity results in nu-

merous combinations of hard- and software, each with different power needs and profiles,

complicating the process of standardizing power measurement across the ecosystem. This

highlights the need for a power measurement solution that addresses the unique character-

istics of the compute continuum. The urgency to address these challenges is underscored

by growing environmental concerns and a push toward sustainability in the Information

and communications technology (ICT) sector. The ICT sector is predicted to use 8% in

the best-case or 51% in the worst-case scenario of the global energy by 2030 ([1]).

In this thesis we explore and address critical questions regarding power measurement

and modeling within the compute continuum.
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1. INTRODUCTION

CloudEdgeEndpoint

Figure 1.1: Reference architecture of the compute continuum ([2]).

1.1 Devices in the Compute Continuum

The computing continuum is a complex architecture divided into three main layers: end-

point, edge, and cloud. Every layer includes a range of devices, each with its specific

features, functionalities, and energy demands.

1.1.1 Endpoint Devices

Endpoint devices are typically the user-facing end of the compute continuum. Examples

of these include smartphones, security cameras, and IoT sensors. These devices are often

equipped with various features, such as cameras or temperature sensors, as well as different

communication modules such as WiFi, Ethernet, and cellular. Endpoint devices are gen-

erally characterized by portability and low power consumption, designed to operate with

minimal power to extend battery life and reduce energy consumption ([2]).

1.1.2 Edge Devices

Edge devices serve as the intermediary layer in the compute continuum, often bridging the

gap between endpoint devices and the cloud. However, they can also take over functions

that would have been executed otherwise by the cloud or endpoints themselves. Common

examples include Raspberry Pis or Nvidia Jetson platforms. These devices are capable

of processing data closer to where it is generated, reducing latency and bandwidth usage.

2



1.1 Devices in the Compute Continuum

Cloud

Edge

Endpoint

End-to-End model

HW-based
(e.g. power meters)

SW-based
(e.g. Intel RAPL)

Power models

Power data sources

Results

Figure 1.2: End-to-end model problems

Edge devices often have greater computational power than endpoint devices, but are gen-

erally still lower-power than cloud infrastructure. They can perform more complex tasks,

such as preliminary data analysis and real-time processing, thus offloading some of the

computational burdens from the cloud ([2]).

1.1.3 Cloud Devices

At the top of the compute continuum are cloud devices, primarily consisting of server

deployments in data centers. These servers provide vast computational resources and stor-

age capabilities that facilitate complex data processing and computing tasks. Cloud-grade

servers are characterized by their high power, with CPUs that can consume more energy

than e.g., multiple smartphones combined ([3]). Despite their significant power require-

ments, these devices offer unparalleled performance and scalability, supporting a wide range

of applications, from big data analytics to machine learning and artificial intelligence ([2]).

In summary, the devices within the compute continuum vary widely in terms of

features, functions, energy requirements, and components. From energy-efficient

smartphones and IoT sensors at endpoints to high-performance servers in the cloud, each

device plays a crucial role in the seamless operation of this layered computing architecture.

Our investigation into devices across all layers aims to identify their energy-consuming

components. This identification is essential because it forms the foundation of our end-

to-end power model design (Figure 1.2), ensuring a comprehensive understanding of energy

consumption throughout the compute continuum.
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1. INTRODUCTION

1.2 Energy Consumption in the Compute Continuum

Monitoring power consumption is essential for optimizing resource utilization, reducing

costs, and minimizing environmental impact. It provides the foundational data needed to

implement effective energy management strategies, making it a critical practice in modern

computing environments.

Within the compute continuum networking forms the backbone of connectivity and data

flow between devices and services, spanning from local networks to extensive cloud infras-

tructures. Therefore it is a significant consumer of power, as highlighted in previous studies

([1]). We review existing methodologies to measure this power consumption, and include

it in our end-to-end model. In addition, we examine the energy consumption of different

network standards, that is, WiFi and Ethernet, in influencing power consumption.

In parallel, we focus on the compute components of the devices that populate the com-

pute continuum. These components present a diverse challenge to accurately model their

power consumption due to the sparse support for hardware-based (HW-based)

measurement infrastructure and software-based (SW-based) measurement in-

terfaces.

SW-based SW-based measurements interfaces obtain their measurement data through

the energy measurement infrastructure already available built into the hardware [4], [5]).

HW-based HW-based energy measurement systems, in contrast to SW-based approaches,

require the use of additional hardware to gather measurement data from computer systems.

Within this category, a distinction can be made between systems that utilize commodity

hardware and those that require specialized hardware, such as purpose-built measurement

boards or FPGA-based technologies ([6]).

Due to this variability in power measurement infrastructure, the development of power

models that operate exclusively on accessible data without the need for specific hardware

support has been a relevant topic in academia for years (e.g., [7] (2003), [8] (2005), [9]

(2010), [10] (2014), [11] (2018)).

Given these constraints and the practical hurdles of comprehensive power measurements,

we design our model to use current power models found in the literature when other

measurement infrastructures are not available.

4



1.3 Research Questions and Methodology

1.3 Research Questions and Methodology

From the problems highlighted above, we design a diagram (Figure 1.2) that highlights the

areas that this thesis will focus on. Furthermore, this helps us to formulate the ensuing

research question: How do we design an end-to-end power model for the compute

continuum?

Our primary focus is on determining the power usage of the network and compute com-

ponents of the devices in the compute continuum. But, a full end-to-end model should also

include e.g., the networking infrastructure between the layers of the compute continuum as

well as additional power consumption not directly related to the devices (e.g., cooling and

lighting in data centers). Additionally, devices have components not related to compute

and networking like storage, memory, or fans which should also be included. However,

due to sparse literature around power measurements of these additional components in the

compute continuum we opt to explore only the compute and network parts.

To measure these parts we will use HW/SW-based measurements or interfaces where

possible. We make this decision based on the examinations in our literature study [6]

where we find that HW-based measurements provide the most accuracy closely followed

by SW-based approaches. However, if obtaining measurement data using HW-based/SW-

based measurement interfaces is infeasible (e.g., due to a lack of interfaces) we turn to

power models. Power models provide us an estimate of power consumption based on some

hardware utilization metric.

Answering this question will significantly improve our understanding of energy utilization

in the compute continuum by helping us understand where and how energy is consumed

with different deployment scenarios. We divide the main research question into several

sub-questions to facilitate clear and precise responses.

1.3.1 Research Questions

RQ-1. What are the power consuming components in the compute continuum?

Problem Description The compute continuum is composed of three layers with each

layer being constructed of multiple, sometimes different, devices. Furthermore, each of

these devices is made with different components (e.g, CPUs, GPUs). Therefore, in order

for us to analyze the power consumption in the compute continuum the first objective

addressed in this thesis is the identification and classification of components responsible

5



1. INTRODUCTION

for power consumption within the compute continuum. Understanding the specific power

consumers in the network and compute infrastructure of the compute continuum is crucial

to developing strategies to measure and model power usage and enhance the sustainability

of these systems.

Methodology To address this issue, a top-down design approach is utilized, employing

quantitative research methods such as statistical modeling and extensive surveys (M1).

These techniques are designed to precisely quantify and categorize the power consump-

tion in different components of the computing continuum. Special emphasis is placed on

integrating data regarding power usage into a detailed power model.

Contribution The contribution achieved by answering this question lies in the identifi-

cation of the components required to design a comprehensive power model. The research

focuses on these crucial elements with the goal of gaining in-depth understanding of their

power usage to enable a focused examination of potential strategies for power measurement.

The identification of these components provides an important stage in the development of

an all-encompassing power model for the compute continuum that can steer more eco-

friendly computing methods throughout the spectrum.

RQ-2. How can the power use of compute continuum components be accu-

rately measured or modeled?

Problem Description Based on the insights gained from RQ-1 the core challenge ad-

dressed in this phase is the identification of power measurement interfaces and power mod-

els applicable to the components. Because the availability of HW-based and SW-based

is not clear for every component we first have to identify their availability. Furthermore,

we can find multiple power models for every component which creates a confusion about

which power model works best for any given component.

Therefore, this identification is essential to evaluate the capabilities to measure power

usage of the components identified in RQ-1. The choice of power models is essential to

enable the end-to-end power model to accurately include all the components in the various

systems of the compute continuum.

Methodology The methodology involves two main steps. Firstly, the abstracted com-

ponents are organized into a theoretical model structure. This abstraction is crucial in

constructing a model that is both comprehensive and understandable, allowing for easier

6
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manipulation and modification in the subsequent phases of prototyping. Secondly, the ar-

chitecture of the model is constructed. (M2) This stage requires decisions on the model’s

configuration. Decisions made during this stage determine how accurate that model will

depict real-world power consumption patterns and can scale and adapt to new insights.

Contribution The design phase of this research contributes significantly by developing a

power consumption model that encompasses the components of the network and compute

infrastructure of the compute continuum. In addition, the process includes evaluating the

support for hardware-based energy measurement within the components, enhancing the

accuracy and reliability of the model, where applicable. This structured approach not

only advances theoretical understanding, but also provides a solid foundation for practical

implementations aimed at optimizing power use across the computing continuum.

RQ-3. How do we design an end-to-end power model for compute continuum

devices?

Problem Description Designing the end-to-end power model presents a significant chal-

lenge. Given the vast amount of different devices and components that are identified in

RQ-1 and could be used within the compute continuum it is important to design a model

that is as adaptable to all possible configurations. The design needs to reflect the insights

gained from answering RQ-2 and combine the model’s and power usage measurements that

are identified.

Methodology To overcome this problem, design and abstraction (M2) will be employed.

Based on the insights from RQ-2 and on a set of design requirements an overarching model

combining the different, previously identified, power measurement and modeling techniques

is designed.

Contribution The abstract power model can serve as the foundation of other imple-

mentations for specific configurations. It simplifies the different layers of networking and

computation, from endpoint devices to cloud infrastructure, into a more manageable for-

mat. It can serve as a base for implementing various power models and evaluating them

against each other or to compare different configurations of the compute continuum with

one another. Furthermore, it is the first time (known to the authors) that a power model

for multiple components and devices across different infrastructures is designed.

7



1. INTRODUCTION

RQ-4. How can we prototype the end-to-end power model to estimate the

power consumption in the compute continuum?

Problem Description The central challenge addressed here is the implementation of

the design outlined in RQ-3. This involves developing a tool that can accurately measure

and analyze the power of different deployment configurations in the compute continuum.

However, due to the large design space identified in the previous research questions it is

impossible to implement a prototype for all possible configurations. However, we implement

a prototype that is working for one configuration of devices and demonstrate the conceptual

idea behind the end-to-end power model.

Methodology The approach focuses on the prototyping (M2) and experimental vali-

dation (M3) phase of the tool. A command-line application is developed, enabling the

analysis of power usage of deployments in the compute continuum. The tool is designed to

provide real-time estimates of power consumption. It will undergo testing against workload-

level benchmarks. This process is designed to evaluate the tool, ensuring that it can reliably

measure power consumption under various operational conditions.

Contribution The prototyping and validation phase is crucial as it will reveal any dis-

crepancies between the model’s implementation and design, pinpointing areas that may

require adjustments. Furthermore, in line with open science principles (M4), the tool

is developed as open-source software. This openness promotes community contributions

and ongoing enhancement, increasing the tool’s adaptability and utility. This transparent

and collaborative approach advances research in energy-efficient computing and fosters an

environment of continuous innovation, contributing significantly to the field’s development.

1.3.2 Methodologies

One (or more) of the following methodologies are employed above:

M1 Quantitative research (statistical modeling, simulations, comprehensive surveys) [12],

[13];

M2 Design, abstraction, prototyping [14]–[16];

M3 Experimental research, designing appropriate micro and workload-level benchmarks,

quantifying a running system prototype [17], [18];

M4 Open-science, open-source software, community building, peer-reviewed scientific

publications, reproducible experiments [19]–[22].
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Figure 1.3: Thesis Outline

1.4 Societal Relevance

This thesis addresses the critical and socially relevant issue of energy consumption in the

compute continuum. This is a concern that resonates deeply with ongoing global efforts

to mitigate climate change and reduce the environmental footprint of the digital age. In

response to advances in technologies such as the IoT, Artifical Intelligence (AI), and big

data analytics, the demand for computing power increases. The research carried out here

is pivotal, as it seeks to develop models and methodologies to measure and optimize en-

ergy use on various networking and computing devices. By providing tools to determine

the energy usage of components in the compute continuum, this thesis contributes to ob-

tain the knowledge of potential carbon emissions associated with extensive computational

activities, and therefore promotes sustainability in the tech industry. Through these con-

tributions, the thesis not only addresses a key technological challenge, but also aligns with

societal values and priorities, underscoring the importance of energy-conscious innovations

in securing a sustainable future for technology-driven societies.

1.5 Thesis Outline

This thesis is organized as follows (Figure 1.3). First, in the Background & Related Work

(Chapter 2), we provide a review of related work, situating our research within the broader

context of power measurement and modeling.

Subsequently, Chapter 3 identifies and analyzes the power consumers across different

layers of the compute continuum, consisting of endpoint, edge, and cloud devices. This

chapter lays the groundwork for understanding the specific power consumers critical for

developing our power model.

Chapter 4 discusses the design of our end-to-end power model. We outline the design

requirements and describe the various measurement methodologies employed to accurately

capture power consumption across the compute continuum.

In Chapter 5, we present the implementation of our prototype. This includes the selection

of power models for different components, as well as the implementation of our own Intel

RAPL measurements.

9



1. INTRODUCTION

Chapter 6 covers the experimental evaluation of our prototype. We detail the experiment

design and setup, present the results, and validate our Intel RAPL implementation against

other tools. We also assess the compliance of our prototype with the design requirements

outlined in Chapter 4.

Finally, Chapter 7 concludes the thesis by summing up the answers to the research

questions formulated in the introduction. We summarize our findings, discuss their impli-

cations, and suggest directions for future research. Artifacts for reproducing the working

environment, including the prototype and experimental setup, are provided in the ap-

pendix.

10



2

Background & Related Work

The exploration of energy consumption within parts of the compute continuum has gar-

nered substantial interest, with numerous studies contributing to the understanding of

power usage across the various layers. However, to the best of our knowledge there is no

methodology or tool that evaluates a end-to-end power model throughout all the layers of

the compute continuum.

The following sections review key contributions, methodologies, and findings that support

the research presented in this thesis.

2.1 Power Measurement and Modeling

Several methodologies for power measurement have been explored, including both hard-

ware and software-based approaches. Hardware-based solutions, such as PowerMon/2

[23] and WattProf [24], provide detailed power consumption data at the component level

but often face scalability and deployment challenges due to their intrusive nature. Con-

versely, software-based solutions like Intel RAPL [5] and AMD’s Average Power Manage-

ment (APM) [25] offer accessible and less intrusive means to measure power consumption,

leveraging model-specific registers (MSRs) to report energy usage directly from the CPU

[26].

Power modeling for the different devices in the layers of the compute continuum has

also been studied extensively. The following subsections list various studies conducted to

identify power models for different aspects of these devices.

11



2. BACKGROUND & RELATED WORK

2.1.1 Endpoint Devices

A study conducted by Jung et al. [27] (2012) provide an extensive look into power modeling

for smartphones. In this study they provide models for CPU, GPS, LCD display, 3G,

WiFi including all the required coefficients required to implement these models. They

use the models from this study to provide a Android-based energy metering system called

AppScope [28]. They follow-up this study in 2017 and additionally provide models for

GPU, 2D graphics accelerator, video processor, LTE, OLED display, camera, and audio

interface [29]. However, in their second study they do not provide the coefficient values,

which makes it much harder to reimplement their models.

A more recent study conducted in 2019 [30] explores the accuracy of artifical neural

networks for predicting mobile GPU power data based on performance counters. They are

able to show impressive results with a mean relative error of 4.4%. In comparison with a

linear regression model they achieve 3.3x more accurate results.

2.1.2 Edge Devices

For edge devices our main focus point are SBCs (single-board computers) (e.g., Raspberry

Pi, Nvidia Jetson). Kaup et al. [10] (2014) present PowerPi, a power consumption model

for the first generation Raspberry Pi. They include CPU, Ethernet, and WiFi consumption

in their model. In 2018 [31] they follow up on their study and analyze multiple different

SBCs (Raspberry Pi B, Pi 2 B, Pi 3 B, Cubietruck, Odroid C1 & C2) in order to understand

how their energy efficiency has progressed throughout the years. They present all of the

equations needed to reimplement their models.

Ardito et al. [11] create power models for a Raspberry Pi 2 B similar to first study by

Kaup et al. [10]. In their study they also create a CPU and Ethernet model with the

main difference being, that their evaluation shows that it is better to construct a split

model rather than a full model for the NIC. They decide on this split model based on the

observation of a jump in power usage between 40 and 50Mb/s.

2.1.3 Cloud Devices

In our prototype, CPU power measurement relies on Intel RAPL, a methodology previously

explored by Khan et al. [32] and Hackenberg et al. [26]. These studies delve into the

accuracy and granularity of data provided by Intel RAPL. Additionally, other research has

validated the accuracy of Intel RAPL’s memory power measurement data [33], [34].

12



2.1 Power Measurement and Modeling

Regarding Ethernet energy usage, Reviriego et al. [35] and Christensen et al. [36] con-

duct studies that emphasize the energy-saving potential of Energy Efficient Ethernet. To

establish this, they first analyze the energy consumption of traditional Ethernet, offering

comprehensive data on this aspect.
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3

Power Consumers in the Compute
Continuum

The compute continuum is a computing architecture that consists of three layers: endpoint,

edge, and cloud (Figure 3.1)([2]). Every layer in itself can be composed of different devices,

ranging from power- and resource-limited IoT sensors as endpoints to cloud infrastructures

with abundance of available resources. To connect the layers of the compute continuum

different network standards (like cellular, WiFi, and Ethernet) can be employed.

In accordance with RQ-1, the first step in conceptualizing an end-to-end power model

for the compute continuum is to identify the core components that are using energy. This

identification is necessary due to the diverse nature of devices and components that can be

employed across all of the layers. Therefore, in order to identify these components we first

must identify devices across all layers in the model. After identifying these devices, we

can analyze their composition of various components and assess what affects their energy

consumption (Figure 3.2).

The following sections do not aim to provide a complete overview of all possible devices

and sources for energy usage in the compute continuum. They should rather serve as an

overview and help to enable further examinations.

3.1 Classification

To establish a standardized notation for classifying the power consumption of various

components within the compute continuum, a literature review is conducted. The goal is

to identify the maximum power values of different components, which are then used to

create a classification system.
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Figure 3.1: Overview of the compute con-
tinuum with endpoints, edge servers and
cloud infrastructure ([2]).
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Figure 3.2: Energy impact of components
in the layers of the compute continuum.

First, a review of existing literature is performed to gather data on the power con-

sumption of components such as CPUs, GPUs, network interfaces, memory modules, and

sensors across endpoint, edge, and cloud devices. Sources included peer-reviewed journals,

technical reports, and technical specification documents that provide empirical data on

maximum power usage under different operating conditions. The collected data is normal-

ized to a common unit to facilitate comparison. Power consumption values are converted

to watts (W) where necessary, ensuring that the power usage of different components could

be compared directly, irrespective of their original measurement units.

Next, based on the normalized data, power consumption thresholds are defined to cate-

gorize the components. The thresholds are determined using statistical methods to ensure

that the classification was both meaningful and reflective of real-world variations. The

categories are defined as follows:

• Components with significantly high power consumption, such as high-performance

GPUs, are classified as "++";

• Components with above-average power consumption, such as displays or cameras,

are classified as "+";

• Components with average power consumption, such as wireless network interfaces

and memory modules, are classified as "0";
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• Components with below-average power consumption, such as wired network inter-

faces, are classified as "-";

• Components with significantly low power consumption, such as ultra-low power com-

ponents, are classified as "–"

It is important to note that the classification are not comparable between different layers

of the compute continuum, because the maximum power consumption values would be to

far apart (e.g., a cloud-grade CPU > 100W compared to a smartphone CPU with < 10W).

Each component within the compute continuum was then classified according to the es-

tablished categories. This classification was based on the maximum power values identified

during the literature review. For instance, high-performance GPUs, which were found to

consume power in the range of hundreds of watts, were classified as "++", while low-power

sensors, consuming power in the milliwatt range, were classified as "–".

3.2 Identifying Power Consuming Components

In this section we are examining the power consuming components of the different devices

in the layers of the compute continuum (RQ-1). To identify these power-consuming com-

ponents, a literature survey is conducted. Keywords related to the different layers in the

compute continuum are derived from prior studies and literature surveys. Peer-reviewed

publications are queried using these keywords to gather data on energy consumption across

various devices and components.

Additionally, the SPEC-RG reference architecture for the compute continuum provided

a baseline for identifying devices of the compute continuum. The classification of energy-

consuming components is based on their frequency of usage and the availability of mea-

surement data in the literature.

3.2.1 Endpoint Devices

Endpoint devices represent the final stage of processing and connecting to users. They

can be limited in terms of resources and energy and can be location-independent (e.g.,

smartphones) ([2]). Endpoint devices are devices such as mobile phones, sensors, Radio

Frequency Identification (RFID) tags, and various other IoT devices that form the user-

facing endpoint of the compute continuum. These devices are crucial for collecting and

transmitting data ([37]).
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Component Energy impact
CPU ++
GPU ++
Display +
Camera +
Communication modules

Cellular ++
Wi-Fi ◦
GPS -

Sensors - -

Table 3.1: Overview of energy using components of endpoint devices in the compute contin-
uum ([27]–[30], [38]–[41]).

The energy consuming elements within these endpoint components are presented in Ta-

ble 3.1. We identified sensors, communication modules (like Wi-Fi and cellular chips),

processing units (CPUs, GPUs), cameras, and any related displays or user interface fea-

tures. Other components like Bluetooth modules, memory, or storage devices are omitted

due to the lack of data in the available literature regarding their energy usage. The com-

ponents identified frequently use energy for tasks such as data acquisition and processing

or data transmission, which are crucial to their functionality in the compute continuum

([37]).

Multiple studies ([27]–[30], [38], [41]) detail the energy consumption of various compo-

nents in smartphones. They are able to highlight significant differences in energy usage be-

tween the various components. Furthermore, multiple studies ([39], [40], [42], [43]) analyze

various IoT devices like Arduino’s and low-power sensor ASICs. We use the measurement

data of these studies to classify the energy impact of the different components in Table 3.1.

3.2.2 Edge Devices

Edge devices refer to computing units located near the periphery of the network, close to

data sources and endpoint devices. They are a fundamental component of the compute

continuum, and their use aims to bring computation and data storage closer to the location

where it is needed to improve response times and save bandwidth. These devices include

edge servers (e.g., Raspberry Pi, Nvidia Jetson) and networking devices that handle pre-

liminary data processing. Their location helps to reduce the need to transmit data back

to cloud infrastructure. ([44]–[47]) In terms of design edge and cloud components are the
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Component Energy impact
GPU ++
Accelerators ++
CPU +
Communication modules

Wi-Fi ◦
Ethernet -

Table 3.2: Overview of energy using components of edge devices in the compute continuum
([3], [10], [31], [44], [49]–[51]).

same. Therefore, the case for edge devices comes from the aforementioned locality advan-

tage ([2]). With the difference being that edge devices should be able to offload between

the cloud and edge as well as different edge devices ([48]).

The energy consuming parts of edge devices are presented in Table 3.2.

We identified their processing units (CPUs, GPUs, Accelerators), and communication

modules (Wi-Fi, Ethernet). Other components that are present in the edge devices like

storage hardware or memory are omitted due to the lack of data in the available literature

regarding their energy usage. GPUs, which are used mainly for their high throughput

and parallelization, are particularly known for their high power consumption ([3], [50]).

Similarly, specialized hardware accelerators, while offering high performance, also consume

significant energy ([3]). In addition, communication and memory components also con-

tribute to the overall energy consumption of edge devices although not as extensively as

the processing components ([10], [46], [47], [52]).

3.2.3 Cloud

In the compute continuum, the cloud serves as both a central coordinator and an offload

destination, managing resources and scheduling workloads across endpoints, edge, and

cloud for effective task allocation. It offers substantial computing and storage capacity

for resource-demanding applications that edge devices cannot handle. Typical cloud com-

ponents include high-performance servers, storage solutions, and sophisticated networking

infrastructure, ensuring scalable and reliable computation and data management [2].

Cloud components, such as CPUs, GPUs, memory and storage systems, and cooling

systems, are energy-intensive due to their high computational tasks [58]. However, due to

missing data about many of these components we limited our research on the components

in Table 3.3.
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Component Energy impact
CPU ++
GPU ++
Accelerators ++
Memory ◦
Ethernet -

Table 3.3: Overview of energy using components of cloud devices in the compute continuum
([3], [23], [24], [53]–[57]).

3.3 Identifying Measurement & Modeling Methodologies

3.3.1 Power Measurement

This section provides a detailed overview of available power measurement methodologies.

The methodologies are categorized into two primary types: SW-based and HW-based

measurement systems.

3.3.1.1 Software-Based Energy Measurement Systems

SW-based measurements do not rely on additional hardware but instead utilize the energy

measurement infrastructure built into the hardware. These systems use model-specific

registers (MSRs) and are present in hardware manufactured by e.g., Intel and AMD. MSRs

provide detailed energy usage data directly from the processor. Tools like Intel’s Running

Average Power Limit (RAPL) and AMD’s Average Power Management (APM) access this

data to estimate energy usage. NVIDIA’s Management Library (NVML) offers similar

capabilities for GPUs [6].

3.3.1.2 Hardware-Based Energy Measurement Systems

HW-based systems require additional hardware to gather measurement data and can be

divided into two subcategories: commodity hardware and specialized hardware. Systems

built on commodity hardware include external power meters and smart Power Distribution

Units (PDUs), which are cost-effective and widely used but generally lack the ability to

provide fine-grained, component-specific data. Improvements over time have enhanced

their accuracy and measurement frequency. Specialized hardware has the advantage of

employing custom-built hardware to offer superior measurement capabilities [6]. Examples

include:
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• PowerMon and PowerMon2 ([23]): These provide in-band monitoring at the compo-

nent level with high measurement frequencies.

• PowerInsight ([59]): Offers 15 measurement channels and out-of-band data collection.

• WattProf ([24]): Features a monitoring board as a PCIe expansion card with up to

128 measurement channels and high-frequency data collection, using a Xilinx Spartan

FPGA for precise monitoring.

3.3.2 Power Modeling

In case of unavailability of the aforementioned measurement systems we can use power

modeling as a fallback. Power models generally use one or multiple resource metrics to

estimate the power consumption of a component. The sections that follow will highlight

the different metrics used by various power models found in the literature. We choose

those power models to highlight that power consumption data for one component may not

only be modeled with one (or more) specific metrics but rather that it is possible to use

different metrics to get to the same result.

3.3.2.1 Endpoint Devices

Sensors According to Martinez et al. [43] a model for the energy usage of data acquisition

from sensors depends on the category of sensing. They classify the monitoring of sensors

as "regular" or "event-driven". For regular sensors the energy per acquired sample as well

as the number of samples dedicated the amount of energy used. For event-driven ones the

probability of an event occurring is additionally taken into account.

CPU According to the energy consumption values presented by Yoon et al. [28], the

CPU’s power usage is highly dependent on its utilization. The power usage spikes during

tasks that require a big amount of processing, while consuming less than a quarter of this

spike during idle. Additionally, in their follow-up study Yoon et al. [29] clearly demonstrate

that the CPU power consumption is also highly dependent on the core count. Furthermore,

Jung et al. [27] shows that the CPU power usage is also proportional to the CPU frequency

(higher frequency = higher power usage).

GPU As evidenced by Yoon et al. [29] the GPU energy usage is mainly influenced by its

utilization. Furthermore, they show that the GPU clock frequency also plays a vital role

in the amount of energy used.
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Display Furthermore, the display is identified as a major energy consumer, which has a

particularly high energy usage impact when applications keep the screen on for extended

periods ([28], [29], [41]).

Camera The camera captures and transfers image data from an image sensor with a

specified resolution, affecting its power consumption. The size of the transferred pixels

depends on the resolution of the image frame and the number of frames per second (FPS).

The power model for the camera is calculated using number of pixels per second, which

are acquired from the image sensor and determined of the frame rate and resolution ([29]).

Communication Modules The WiFi module shows variable energy consumption that

correlates with packet transmission rates. This is evidenced by the data shown in [29], [42]

and the model presented in [9].

The components that most impact energy (CPU, GPU) of modern smartphones remain

under a peak power usage of 10W ([3], [29]). Nevertheless, endpoint devices significantly

impact the energy consumption of the compute continuum due to their abundance and

constant activity. The energy usage is driven not only by the computational needs, but also

by the regular data transmission over the network, a process that also requires considerable

energy, especially when using cellular networks ([37]).

3.3.2.2 Edge Devices

CPU Similar to the findings in the previous section the energy usage of the CPU is

highly dependent on its utilization, frequency and core count. This is further evidenced

by the findings of Kaup et al. [10] and Halawa et al. [50].

GPU Similar to the CPU Rungsuptaweekoon et al. [49] demonstrate that the GPU power

consumption is proportional to the utilization and frequency. They conduct their experi-

ments on two different Nvidia Jetson devices. Furthermore, they use different performance

profiles and variation of default and max. clock to produce their results. Comparable re-

sults are presented by Hanafy et al. [44] with a similar Nvidia Jetson platform and varying

neural network models.

Accelerators Accelerators, especially TPUs, break the trend previously established by

CPUs & GPUs for having a power consumption highly proportional to their utilization.

Jouppi et al. [60] evaluate that the power consumption of a TPU at 10% utilization is
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already 88% of the power consumption it reaches at 100% for a compute-bound task.

A non-compute bound task is even worse with 94% of the power consumption at 10%

utilization.

Communication Modules Kaup et al. [31] create WiFi models for various edge devices

based on their bandwidth. Similar to this they and Ardito et al. [11] provide models for

Ethernet based communication modules also using the bandwidth.

Given their significant power consumption, incorporating edge devices into the model

is crucial to accurately assess and manage the total power consumption of the compute

continuum. This is particularly important in scenarios where such devices are deployed,

like in multi-tenant workloads where many devices perform a significant amount of local

processing. ([2])

3.3.2.3 Cloud

CPU Due to their similar nature to CPUs in endpoint and edge devices the power usage

of CPUs in cloud devices is also dependent on their utilization, core count and frequency.

These dependencies are highlighted by Zhang et al. [55].

GPU While studying energy efficient interference on edge devices Hanafy et al. [44]

provide valuable insights on the power consumption of GPUs in cloud systems as well.

They show that the energy use of a GPU is proportional to its utilization and that the

power consumption has a linear relationship to the frequency of the GPU.

Accelerator The same accelerators technologies can be used for cloud devices and edge

devices. Therefore, the same points as above apply.

Memory We are unable to find any literature on the power consumption of modern

memory-storage sandwich architectures. However, Desrochers et al. [33] are able to present

findings that show a clear correlation between last level cache misses and memory power

usage. They obtain this data using Intel RAPL on a Haswell system with DDR3 memory.

This pattern is clearly visible in multiple different benchmarks that stress various parts of

the system.

Ethernet Contrary to previous discussed approaches, network power consumption can

also be modeled using packets per second (pps). Exemplary data for such a approach can

be found in [35].
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3.4 Conclusion & Future Work

In this chapter, we address two critical research questions concerning the power consump-

tion within the compute continuum. These questions are fundamental to developing a

comprehensive understanding necessary for creating an end-to-end power model.

RQ-1: What are the power-consuming components in the compute continuum?

Through a detailed analysis, we identify the components responsible for power consump-

tion across the compute continuum. Our findings reveal that components such as CPUs,

GPUs, communication modules, and various sensors are significant contributors to power

usage in endpoint, edge, and cloud devices. This identification process is essential as it lays

the groundwork for constructing a detailed end-to-end power model. The comprehensive

classification of these components provides a necessary foundation for further analysis and

model development, ensuring that all major power consumers are accounted for in the

subsequent phases of this research.

RQ-2: How can the power use of compute continuum components be accurately measured

or modeled?

Building on the insights gained from answering the first research question (RQ-1), we

explore various methodologies for measuring and modeling the power consumption of these

identified components. We first examine two different measurement technologies: software-

based and hardware-based measurements. Because they are not always readily available

we also look at power models that can be used as a fallback mechanic. For the power

models we identify the relevant resource metrics for each component in each layer of the

compute continuum. Furthermore, we show that the power usage of one component cannot

only be modeled with one metric but often times it is possible to use different metrics to

obtain the same result.

3.4.1 Future Work

Many other components are required to provide a full end-to-end view of the compute

continuum. These include but are not limited to: memory systems with high operating

frequencies, cooling systems for optimal data center temperatures, storage devices like hard

disks and SSDs, and networking equipment. However, due to missing data in the literature

we are unable to identify how significant these components are in regard to their energy

impact of the compute continuum.

In conclusion, we successfully address both research questions (RQ-1 & RQ-2). By iden-

tifying the power-consuming components and establishing robust methodologies for their
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measurement and modeling, we have set a solid foundation for the subsequent development

of a comprehensive end-to-end power model. The insights gained here will be pivotal in

guiding the design and implementation phases discussed in the following chapters
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4

Designing the Model

The following sections outline the design requirements and measurement methodologies

essential for developing a end-to-end power model for the compute continuum. We de-

fine "end-to-end" as encompassing the devices and components (see Chapter 3) directly

involved in executing workflows within the compute continuum. This definition explicitly

excludes additional hardware, such as data center cooling systems, which do not participate

directly in the workflow execution.

Identifying and understanding the requirements and methodologies outlined in the fol-

lowing sections is crucial for making informed decisions about the most suitable approaches

for power modeling across diverse deployment scenarios.

4.1 Design Requirements

In this subsection, we outline the set of requirements for the model. This process enables

us to understand why specific research directions are pursued, facilitating an informed

decision on the most suitable methodology for end-to-end power modeling.

Table 4.1 presents the design requirements and Figure 4.1 shows an overview of the

different parts that are relevant for the model. In the subsequent paragraphs, we will

discuss the rationale behind these requirements.

Adaptability ( DR-1 ) In the previous Chapter 3 we discuss the diversity of the com-

pute continuum and its devices. To accurately model the power and energy from end-to-end

it is necessary to ensure that the model is adaptable to various configurations. Each com-

ponent outlined in Table 3.1, Table 3.2, and Table 3.3 must be monitored to achieve a
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ID Description
DR-1 The model must be adaptable to different deployment scenarios, with a variety

of devices and components being present
DR-2 The model must have sane default values that can be supplemented in the event

of missing data
DR-3 The model must use direct measurements where available and fall back to pre-

dictive measurements
DR-4 The model must measure power
DR-5 The model must measure in a fixed time interval or give time information about

the measurements to allow calculations of energy usage
DR-6 The model must be context aware to model only the components present in the

given configuration
DR-7 The model must report the monitoring data in real-time

Table 4.1: Design requirements for the model

end-to-end power model of the compute continuum.

Stability ( DR-2 ) Additionally, it must be ensured that the data required by the pre-

dictive power models is available and otherwise sane defaults must be used. These defaults

should be obtained either by testing and finding them as described for each model or

alternatively (if applicable) values from the literature must be used.

Accuracy ( DR-3 ) To achieve as accurate results as possible the model must use mea-

surements available directly, like RAPL or HW-based measurements, or alternatively fall

back to predictive models if the measurement data cannot be gathered directly.

Power Measurement Capability ( DR-4 ) Measuring power instead of energy is a

necessary requirement for the model because energy is the integral of power over a period

of time. Therefore, it is much harder to measure energy because it requires a additional

information (execution time) in advance. However, when measuring power and providing

information about time it is trivial to calculate the energy usage.

Timing ( DR-5 ) For continuous or long-term monitoring the model must either work

in a fixed time interval or give measurement times to the user to allow calculations of the

used energy instead of power.
1(Colors indicate affiliation to requirement)
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Figure 4.1: Overview of the model1

Context Awareness ( DR-6 ) The model should be able to selectively adapt to the

components present in the system(s) it is monitoring to prevent unnecessary overhead and

possible wrong measurements.

Real-Time Monitoring ( DR-7 ) For the system to be easy to use it should report

real-time power values to the user. This enables users to quickly evaluate the power usage

of their system.

4.2 Measurement Methodologies

In this section we discuss different methodologies that can be used to measure data from the

components of the devices in the compute continuum. Due to the diversity of device and

deployment configuration it will not be feasible to decide on one measurement methodology

that will be used throughout the end-to-end model. Choosing the right measurement

methodology will rather be a component-by-component based decision process and it will

highly depend on the requirements of each methodology. The selection of methodologies

is based on the taxonomy presented in [61] as well as the taxonomy from our literature

survey [6].

4.2.1 Hardware Measurement

While commodity hardware power meters can be used to measure a entire device, special-

ized hardware is required to enable detailed measurements of specific components. Projects

29



4. DESIGNING THE MODEL

like PowerMon/2 [23], WattProf [24] or PowerInsight [59] provide component-level granu-

larity power measurements.

External devices are compatible with various bare-metal machines but the compatibil-

ity for endpoint and edge devices is not necessarily given. However, where compatible,

hardware-based data collection methods provide high accuracy on account of deployment

difficulties due to their intrusive nature. Additionally, poor scalability is a challenge, as

retrofitting power metering devices on every device in a compute continuum deployment

can be difficult depending on the number of applicable devices ([6], [61]).

To use such devices in the end-to-end power model the following requirements must be

satisfied:

• Availability: While it is possible to retrofit internal measurement devices, they do

not come pre-deployed with any device.

• Compatibility: The interal measurement devices work based on the ATX specifi-

cation for Power supply units (PSUs). Therefore, such a solution is not applicable

for devices without a compatible power supply (IoT sensors, phones, etc...).

• Interface: The measurement devices need to provide an interface to allow obtaining

the measurement data on the system itself to be used in the end-to-end power model.

4.2.2 Direct Energy Interface Measurement

The support of manufacturers for integrated energy measurement methodologies starts to

appear in 2011 when both Intel and AMD include new measurement capabilities in their

respective CPUs [26]. Those measurement interfaces are available to the kernel through

MSRs that provide information on the energy usage of the processor. Intel’s Running

Average Power Limit (RAPL) [5] and AMD’s Average Power Management (APM) are two

vendor-specific tools that provide the energy usage of the processor to be accessed through

a kernel module. These two tools derive their estimates by accessing the data stored in

MSRs [26]. A third manufacturer, NVIDIA, also introduces API commands one year later

in their NVIDIA Management Library (NVML) [62] that allow users to obtain energy and

power measurement data.

Measuring power or energy using direct interfaces is dependent on the availability of

MSRs. Therefore, it is up to the vendor of any given component if this measurement

methodology is feasible. Furthermore, accessing the interfaces of a kernel module can

require administrative access on a machine.
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Figure 4.2: End-to-End power model design

Therefore, to use direct energy interface measurements in the end-to-end model a com-

ponent needs satisfy the following requirements:

• Availability: The component must include MSRs that report the power or energy

usage.

• Interface: A kernel module needs to be available that exposes the MSRs to the user.

4.2.3 Power Models

Last but not least, we power modeling based on the resource usage or utilization of a

component can be used to obtain power data of a system. We analyze the resources

that influence the power usage of various components in the previous Chapter 3. While

power models should be considered least accurate compared to the previous methodologies

they still help to provide invaluable insights when other methodologies are not available.

However, many power models are able to estimate the power consumption of a component

with low deviation of better measurement methodologies.

4.3 Model Design

We design the end-to-end power model to monitor and measure power consumption across

the compute continuum, from endpoints and edge devices to cloud infrastructure. The

model’s design, as illustrated in Figure 4.2, integrates the previously discussed measure-

ment and modeling methodologies to ensure a proper model of the compute continuum.
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Deployment on Each Device The model is designed to be deployed on each device

within a given compute continuum configuration. The deployment process involves select-

ing the appropriate power data source for each device based on its capabilities.

Power Data Sources The model uses a combination of HW-based and SW-based power

data sources to gather power consumption data. The diagram (Figure 4.2) includes the

same exemplary HW- and SW-based measurement interfaces as mentioned before (Sec-

tion 4.2). If these power data sources are not available the models uses power models from

the literature to substitute missing power data.

Power Models Where direct measurements from HW-based or SW-based sources are

not available or feasible, the model employs predictive power models tailored for specific

components. These models use resource utilization metrics (such as CPU usage, network

bandwidth, and GPU load) to estimate power consumption. The different resource utiliza-

tion metrics are previously discussed in Section 3.3.2.

Results The gathered data is processed to provide real-time power consumption metrics

and detailed insights into the power usage of each device.

4.4 Conclusion & Future Work

In this chapter we demonstrate the process of designing an end-to-end power model for

the compute continuum. The chapter begins by establishing the fundamental require-

ments and constraints, ensuring the model’s relevance and adaptability to various config-

urations within the compute continuum. We integrate HW-based and SW-based power

measurement techniques, in our model to provide accurate power consumption estimates.

Furthermore, we add power models in the end-to-end model if HW- or SW-based power

measurements are infeasible to provide power data.

The model design emphasizes modularity, allowing it to be tailored to specific devices

and deployment scenarios. This adaptability is crucial for reflecting the diverse nature

of the compute continuum. By incorporating insights from previous research questions,

particularly the identification and classification of power-consuming components (RQ-1),

the model achieves a good representation of power usage in the compute continuum.
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4.4.1 Future Work

Future work for the power model should focus on expanding its scope to include addi-

tional components and layers are not yet integrated. While the current model provides

a robust framework for incorporating missing components of the devices in the compute

continuum, it lacks support for parts of the compute continuum that span exist between

layers. Specifically, future development should aim to incorporate networking infrastruc-

ture between layers, as well as additional hardware such as cooling systems and lighting

infrastructure in data centers. Including these elements will enhance the model’s compre-

hensiveness and accuracy, allowing for a more detailed and holistic understanding of power

consumption across the entire compute continuum.

In conclusion, this chapter successfully addresses the research question (RQ-3) regarding

the design of an end-to-end power model for the compute continuum.

33



4. DESIGNING THE MODEL

34



5

Implementing a Prototype

This section answers RQ-4: How can we prototype this model to estimate the power con-

sumption in the compute continuum? Implementing the model introduced in the previous

section is necessary to validate it. However, due to the large model design space it is

only feasible to implement a prototype. This prototype covers a subset of all possible

components.

To implement the prototype we select one device for each layer of the compute continuum

(endpoint, edge and cloud). Section 5.1 presents the selection of devices.

We only implement the components relevant to the workflow we will be validating the

prototype against in Chapter 6. Therefore, Table 5.1 only lists a subset of all the compo-

nents previously identified in Chapter 3 and shown in Figure 5.1.

Furthermore, to comply with the design requirements outlined in Chapter 4, we also

implement a Intel RAPL measurement for the cloud-grade server. This Intel RAPL mea-

surement implementation is explained in detail in Section 5.4.

5.1 Device Selection

The decision to use a smartphone is driven by the increasing amount of modern smart-

phones and the identification as endpoint devices in the compute continuum. Smartphones

are equipped with powerful cameras and processing units, making them ideal for tasks re-

quiring image acquisition and initial processing. Additionally, they are portable and widely

available, making them a practical choice for a variety of applications in both research and

industry settings. Last but not least, they are powered by batteries which makes them a

valuable target for power consumption analysis.
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Figure 5.1: Peak power usage of components for device selection.

Furthermore, we choose the Raspberry Pi as an edge server due to its balance be-

tween popularity, performance, energy efficiency, and cost-effectiveness. The Raspberry

Pi is widely used in edge computing scenarios because it provides sufficient computational

power to handle various tasks while maintaining low power consumption, which is crucial

for sustainable and scalable edge computing solutions [31]. On the other hand, a cloud-

grade server is included to represent the high-performance end of the spectrum, where

extensive computational resources and scalability are available. This allows us to evaluate

the power model’s performance across different layers of the compute continuum, from

resource-constrained edge devices to powerful cloud servers.

We considered alternative configurations such as using dedicated industrial cameras for

the publisher or more powerful edge devices like Nvidia Jetson boards. However, a lack

of available hardware as well as the fact that the chosen setup provides a good balance

between accessibility, performance, and relevance to common real-world scenarios leads us

to decide on the selected components.

This configuration fits well within our prototype as it reflects common deployment sce-

narios in edge and cloud computing. It provides a realistic and practical framework for

evaluating the power models under different conditions, ensuring that the findings are

36



5.2 Prototype Design
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Figure 5.2: Design of the Prototype

applicable to a broad range of applications in the compute continuum.

Component Smartphone (End-
point)

Raspberry Pi (Edge) Cloud-grade server
(Cloud)

CPU Snapdragon 600 @
1GHz

ARM Cortex-A53 @
1Ghz

Xeon Silver 4210R @
2.4Ghz

Network Wi-Fi Ethernet Ethernet
Camera 1280x720 n.a. n.a.

Table 5.1: Selection of devices for the prototype

5.2 Prototype Design

Figure 5.2 illustrates the overarching design of our prototype. The components Energy-

Input and EnergyOutput are implemented as abstract base classes using the abc package

in Python. This design choice ensures that the prototype remains modular and facilitates

easy extensibility for incorporating additional components or models in the future. By

creating subclasses of the EnergyInput class, various power models or other power mea-

surement interfaces can be seamlessly integrated. Similarly, different output formats can

be added by subclassing the EnergyOutput class, maintaining the flexibility and scalability

of the prototype.

5.3 Model Selection

During the research to identify components and their energy impact for Chapter 3 we are

additionally able to find many different power models for various devices. We then choose
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power models based on the device selection in Table 5.1. Our main focus when selecting

the power models is if they are evaluated with external HW-based measurements. High

compliance with these measurements ensures the quality and accuracy of the models.

5.3.1 CPU

In general CPU models are dependent on three factors: utilization, core count, and fre-

quency [29]. To simplify this for our prototype implementation we have fixed the frequency

of the endpoint and edge devices at 1GHz. This removes the frequency as a variable from

the models.

Based on the findings in [29] we can obtained the following power model for the CPU of

the endpoint device:

PCPU =
m∑
c=0

(βc
core ∗ uccore + P c

idle) + Puncore (5.1)

where PCPU denotes the overall CPU power usage, βc
core the power coefficient per core,

uccore the utilization per core, P c
idle the idle power usage per core, and Puncore the base

power usage.

Based on the findings in [31] we can obtained the following power model for the CPU of

the edge device:

PCPU = Pbase + βPi ∗ u (5.2)

where PCPU denotes the overall CPU power usage, Pbase the base power usage, βPi the

power coefficient, u the utilization.

We do not select a power model for the cloud device because it is measured using Intel

RAPL in our prototype.

5.3.2 Network

Modeling network power usage can be done using bandwidth- or packet-based utilization

models [10], [29], [31], [35]. When considering wireless communication equipment like WiFi

or cellular there are other factors impacting the energy usage such as signal strength or

transmission mode [29]. Even though the endpoint device in our test is supposed to use

WiFi, we will only simulate this due to the virtualized nature of our testing equipment.

Based on the findings in [29] we can obtained the following power model for the WiFi

interface of the endpoint device:

PWiFi =

{
PLT ∗ uTRX + βLTTRX

if utrx ≤ Threshold
PHT ∗ uTRX + βHTTRX

else
(5.3)
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where PWiFi denotes the overall WiFi power usage, PHT /PLT the high/low transmission

mode base power, uTRX the utilization in packets per second, and βLTTRX
/βHTTRX

the

beta coefficient for high/low power.

Based on the findings in [11] we can obtained the following power model for the NIC of

the edge device:

PNIC = Pup + Pdown + Pidle (5.4)

where PNIC denotes the overall NIC power usage, Pup/Pdown the upload/download power

usage, and Pidle the NIC idle power usage. Pup/Pdown can be modeled using the following

equation:

Pup,down =

{
βup,downLP

∗ uup,down if r ≤ Threshold
βup,downHP

∗ uup,down else
(5.5)

where βup,downLP
/βup,downHP

are the power coefficients for low/high power upload/down-

load, and uup,down is the upload/download utilization in Mbps.

Last but not least we use the data presented in [35] to obtain a model for the NIC of the

cloud device:

PNIC = (uup + udown) ∗ Ppacket + Pidle (5.6)

where PNIC denotes the overall NIC power usage, uup/udown the upload/download uti-

lization in packets per second, Ppacket the power per packet and Pidle the NIC idle power

usage.

5.3.3 Camera

The camera power usage is dependent on the resolution and FPS with which the camera

is capturing images [29]. The following model is used in the prototype:

PCamera = βcamera ∗ (resw ∗ resh ∗ fps) + Pidle (5.7)

where PCamera denotes the overall camera power usage, βcamera is the power coefficient for

the camera, resw/resh is the height/width of the image in pixels, fps are the frames per

second, and Pidle is the idle power usage.

In this section, we selected power models for various devices, focusing on CPU, network,

and camera power usage. For CPUs, we derived models for endpoint and edge devices,

excluding cloud devices that will be measured with Intel RAPL. Network and camera

power models were also established based on utilization metrics and power coefficients.

Next, we will discuss how Intel RAPL measurements are utilized for power assessment in

cloud devices.
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5.4 Implementing Intel RAPL Measurements

Intel RAPL offers several methods for measuring the energy consumption of a system,

including the use of MSR and a sysfs interface known as powercap. In our implementation,

we utilize the sysfs interface due to its accessibility and ease of integration.

Intel RAPL provides detailed energy consumption data for each CPU socket within a

system, organized into distinct zones. Additionally, for each socket sub-zones are available

to report energy usage of other parts, such as memory consumption. The sysfs interface

includes a file named "energy_uj," which serves as a continuously increasing counter that

reports the energy usage of a CPU or socket. This file records energy consumption in

micro-joules (µJ).

In our specific setup, only the total package power is reported by Intel RAPL. How-

ever, newer CPU versions support more granular measurement domains, such as per-core

measurements. By regularly reading the "energy_uj" file, we can determine the energy

consumption over time. Since 1 joule (J) equals 1 watt-second (Ws), measuring the energy

consumption every second allows us to obtain power values.

To achieve finer granularity in our measurements, we estimate the per-application power

usage by examining the ratio between the overall CPU usage and the CPU usage of our

specific application. This ratio is then used to calculate the relative power consumption of

our application, providing us with detailed insights into its energy efficiency.

5.5 Limitations & Future Work

Virtualization of Devices Due to unavailability of hardware the devices used in the

experiments with the prototype have to be virtualized. The continuum framework [63]

is used to create the virtual machines (VMs) representing the actual devices. We are

using QEMU’s time share feature to limit the available processor resources to match the

hardware listed in Table 5.1. Furthermore, the usage of the camera is completely simulated

and reports as active as long as the publisher -process of the image-classification benchmark

is running on the endpoint node.

Extend Prototype for More Components Currently the scope of the protoype is

narrowly fixed to the devices we outline at the start of this chapter. However, like we

discussed before the compute continuum consists of a large variation of devices and com-

ponents. This variation provides a perfect basis for future work on this prototype by

extending its current implementation with power models for new devices.
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Furthermore, there are still missing components (e.g., memory, disk, fans, ACs) that

would need to be covered for the prototype to provide a real end-to-end image of the

workflow. We omitted these components due to missing data (fans) or lack of good power

models in the literature (memory, disk). However, we already provide a example imple-

mentation that is able to measure the power consumption of memory on platforms with

Intel RAPL support.

Extend Prototype to Support HW-Based Measurements Currently the prototype

does not contain any interfacing capabilities with regards to external, HW-based measure-

ment equipment due to our lack of such equipment. However, considering the modular

design of the prototype it should be trivial to implement a EnergyInput subclass that is

able to interface with HW-based measurement equipment.

Extend Prototype to Support More SW-Based Interfaces Currently our proto-

type only supports Intel RAPL for power measurement data. However, similar interfaces

exist for hardware from Nvidia and AMD. Due to a lack of hardware form those vendors

we are unable to include these interfaces in our prototype.
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Evaluation

After answering RQ-4 in the previous section by providing a prototype implementation it

is important to validate this implementation. We evaluate the end-to-end power model

with other software tools. The first part that we evaluate is our implementation of the

Intel RAPL measurements. There are other tools that utilize Intel RAPL for power/energy

measurements. We evaluate our implementations against this other tools to validate if the

measurements are reported correctly. Secondly, we also evaluate how many of the design

requirements we identified in Chapter 4 are implemented.

However, due to a lack of hardware (Section 5.5) and hardware-based measurement

infrastructure we leave HW-based verification to future work.

6.1 Experiment Design & Setup

In order to evaluate our prototype we need a workflow for the compute continuum to use

as an experiment. We decide to use the image-classification experiment that is included in

the continuum framework [63].

6.1.1 Design

Figure 6.1 is a diagram describing this experiment. The image-classification experiment

consists of three main components: publisher, subscriber, and broker.
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CloudEdge

generate images
receive classification

Endpoint

deployContinuum
framework

receive image
send classification

Broker

get utilization data

report
Power model

get utilization data

Power usage

Figure 6.1: Experiment Design

• Publisher: MQTT client that sends images to the broker

• Subscriber: MQTT client that receives and classifies images from the publisher using

a TensorFlow model

• Broker: MQTT broker that acts as the relay between the publisher and subscriber.

In our case, the publisher is considered to be a smartphone that captures the images

which are then sent to the subscriber. The subscriber can either be a Raspberry Pi serving

as an edge server or a cloud-grade server.

The implications of this setup are significant for understanding the power consumption

across the compute continuum. By using a smartphone as the publisher, we can explore

the impact of mobile device power usage in data acquisition. The comparison between the

Raspberry Pi and cloud server as subscribers allows us to assess how shifting computational

tasks from the cloud to the edge affects overall power consumption and performance.

6.1.2 Setup

As mentioned in Section 5.5 we are using VMs instead of real devices for the endpoint and

edge. These VMs are deployed by the continuum framework including the necessary files

to run the experiment. However, the cloud server is a bare-metal server, so we are able to

test our Intel RAPL measurement implementation.

The experiment is executed with different configurations for the endpoint and edge/cloud

devices. For the endpoint device the configuration of the experiment is changed to generate

5 frames per second (FPS) and 30 FPS. We change the configuration to validate that
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Figure 6.2: Power usage between experiment runs with 30fps and 5fps.

our model is reacting to changes of the components or their utilization. Both of these

experiment runs are then repeated for a deployment using a edge and a cloud subscriber.

6.2 Experiment Results

Figure 6.2 presents the results of the different experiment executions in terms of power

while Figure 6.3 is a comparison of the amount of energy used by the different executions.
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6.2.1 Cloud

To obtain the results for the cloud node (Figure 6.2a and Figure 6.2b) we use Intel RAPL

for CPU and memory and the Equation (5.6) for the NIC. We observe that there is almost

no increase in NIC power between 30FPS and 5FPS executions due to the low utilization

of the network link. Contrary to this, the CPU power use increases significantly due to

the much higher amount of work it has to do. This increase is also clearly observed in the

energy comparison in Figure 6.3 where the cloud is using roughly double the energy when

comparing the 5FPS and 30FPS execution. This increase between the two executions is

expected due to the 3̃x higher CPU utilization (Figure 6.2b & Figure 6.2a) which results

form the much higher processing required for 30FPS compared to 5FPS.

6.2.2 Edge

The results for the edge node (Figure 6.2c and Figure 6.2d) are obtained using the Equa-

tion (5.2) for the CPU and Equation (5.4) & Equation (5.5) for the NIC. Contrary to

the cloud, there are no significant increases in power use to be observed between the two

different executions. This is due to the already maxed out utilization of the CPU on the

5FPS execution. However, the important observation we have here is that the 30FPS ex-

ecution takes significantly longer (2.5x execution time) than the 5FPS execution. While

there is no increase in power visible Figure 6.3 clearly shows that the energy consumption

has increase by 2.5 times. This is exactly according to our expectation after observing the

2.5 times longer execution time with the same amount of power usage.

6.2.3 Endpoint

For the endpoint (Figure 6.2e and Figure 6.2f) three different models are employed: CPU

(Equation (5.1)), WiFi (Equation (5.3)), Camera (Equation (5.7)). While the WiFi and

CPU power usage increase slightly the most prominent observation is the roughly 3x hike

in camera power usage. This leads to a doubling in energy consumption (Figure 6.3) for

which the camera is almost solely responsible.

Finally, Figure 6.3 allows one further conclusion namely that there is a clear trade-off

between computational power and electrical power. Apart from looking at the results

of our experimental results there is one component in our prototype that allows further

validation, namely our Intel RAPL implementation.
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Figure 6.4: Comparison of Kepler and Scaphandre

6.3 Evaluating Intel RAPL

Before we can evaluate our own Intel RAPL implementation we first need to identify the

tools we want to evaluate it against. After identifying these tools we can evalute that our

own Intel RAPL implementation provides accurate and trustworthy results.

6.3.1 Evaluation of Other Intel RAPL tools

From a comprehensive literature review conducted prior to this thesis [6], we have identified

two software-based power meters, Scaphandre and Kepler, as the state-of-the-art tools for

CPU energy measurements. To establish a validation baseline for assessing our own Intel

RAPL measurement implementation, it is essential to compare our implementation with

other state-of-the-art tools.

We evaluate these software-based power meters, which are both using the RAPL tech-

nology, in a bare-metal Kubernetes environment. The Kubernetes environment is used

because Kepler is a acronym for "Kubernetes-based Efficient Power Level Exporter" and

therefore it is limited to measure energy in such an environment.
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Both applications measure a micro-benchmark that involves a simple Fibonacci sequence

computation (Listing 1) five times, adhering to the same experimental setup. They utilize

the sysfs energy_uj metric from the powercap framework for collecting data. During a

one-minute test period, each benchmark consistently utilizes approximately 100% CPU

power on a single core.

The evaluation reveals that Scaphandre produces more consistent results, maintaining

stable energy usage readings throughout the testing period. In contrast, Kepler displays

significant fluctuations and a broader range of deviations in its measurements (Figure 6.4a).

Additionally, the energy consumption reported by Kepler exceeds that of Scaphandre by

more than 1.5 times (Figure 6.4b). Despite employing the same methodological approach,

the reasons for Kepler’s substantial inconsistencies and higher reported energy usage remain

unexplained.

6.3.2 Evaluation of Our Intel RAPL Implementation

Based on the finding of the previous Section 6.3.1 we select Scaphandre to evaluate our

Intel RAPL power measurement implementation against. Furthermore, we also use perf

because it is a well-known tool included in the Linux kernel.

Figure 6.5a shows the power usage of the tools over one run of the image-classification

experiment. Even though all tools use the Intel RAPL sysfs interface exposed by powercap

the results differ. The root mean square error (RMSE) between our custom implementation

and perf is 5.59 while the RMSE between our implementation and Scaphandre is 3.75.

Even after careful reviewing of the Scaphandre source code it remains unclear to us why

the results of Scaphandre and our own implementation would differ so much. The only

possible explanation we could come up with is that Scaphandre is probing the Intel RAPL

sysfs interface every three seconds and calculates the power values it reports from these

measurements. Contrary to this our implementation probes the interface every second.

In this scenario a timing difference between measurements of 10% or 0.1 seconds would

already amount to a difference of roughly 5W.

6.4 Prototype Compliance with Design Requirements

In this section, we evaluate the compliance of our prototype with the requirements in

Chapter 4. We assess each requirement based on how the prototype addresses the stated

criteria. For a comprehensive overview of how each requirement corresponds to specific

parts of the design, we refer to Figure 6.6 once more.
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Adaptability ( DR-1 ) Our prototype meets this requirement by being successfully de-

ployed in endpoint, edge and cloud environments. Due to the modular approach, employing

subclasses of one abstract base class (EnergyInput, as discussed in Section 5.2), we are able

to implement power models for different components. For each deployment we can then

select the fitting power models to ensure proper estimations for the given deployment. This

flexibility highlights the prototype’s ability to function in various scenarios, achieving the

goal of adaptable deployment.

We can see the adaptability of the prototype evidenced in Figure 6.2. The graphs show

that our prototype measures different components based on the deployment.

Stability ( DR-2 ) Although we supply particular initial values for the models imple-

mented in our prototype, these values are customized for the specific models and compo-
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nents used during testing. To provide these initial values we again make use of the benefits

of having a abstract base class that can be implemented in subclasses that provide specific

initial values as constructor parameters. However, this customization indicates that dis-

tinct models and components will require unique initial values, making it challenging to

meet this requirement in a more generalized way.

Accuracy ( DR-3 ) The prototype relies on direct measurements whenever possible

and opts for model-based estimations in other cases. Because hardware-based measure-

ment tools were unavailable during the development of the prototype, they are excluded.

Alternatively, we use software-based interfaces (i.e., Intel RAPL) for cloud deployments on

bare metal when these interfaces are available.

Power Measurement Capability ( DR-4 ) As per this requirement, the model is

required to measure power. Our prototype derives power values from Intel RAPL, which

reports in microjoules. This is possible because 1 Joule is equal to 1 W*s. Therefore, we can

derive the power usage from the energy usage if we have time between measurements. All

other models included in the prototype provide power values in watts, ensuring adherence

to this requirement.

Timing ( DR-5 ) The prototype takes measurements every second and records a times-

tamp for each. This method allows for precise energy usage calculations, thus meeting the

requirement. We can clearly see this measurement resolution in Figure 6.2c, where the

NIC utilization fluctuates frequently.

Context Awareness ( DR-6 ) Currently, the prototype requires manual declaration of

the components and their measurement parameters. It does not automatically collect these

details on the basis of system specifications. This shows that the requirement is partially

met and that there is potential for improving automatic context-awareness.

Real-Time Monitoring ( DR-7 ) The prototype meets this requirement by including

a console output feature that reports measured power values in real time. This real-time

reporting capability ensures that monitoring data is available instantly, thereby meeting

the requirement.
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6.5 Limitations & Future Work

HW-Based Evaluation By measuring the power or energy used by the different compo-

nents in the system with HW-based measurement interface (e.g., WattProf[24]) we would

be able to evaluate the end-to-end model properly. Even though SW-based measurement

interfaces are provided by (some) vendors our results (Figure 6.4 and Figure 6.5) show that

they are trivial to use and can lead to varying results. The comparison of Scaphandre and

Kepler (Section 6.3.1) as well as the comparison of our RAPL implementation compared

to Scaphandre and perf (Section 6.3.2) clearly indicates a need for external validation of

these tools.

Compliance with Design Requirements In summary, our prototype exhibits sub-

stantial compliance with the majority of requirements, demonstrating adaptability (DR-

1), specific measurement techniques (DR-3), accurate power measurement (DR-4), fixed

interval measurements (DR-5), and real-time data reporting (DR-7). However, there are

areas, such as generalizing initial values (DR-2) and improving context awareness (DR-6),

where further development could enhance compliance.
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Conclusion

This thesis presents a comprehensive study into the energy consumption of devices within

the compute continuum, addressing a critical and socially relevant issue in the context of

advancing global efforts to mitigate climate change and reduce the environmental foot-

print of digital technologies. The research has been driven by four key research questions,

each contributing to the development and validation of an end-to-end power model that

encompasses endpoint, edge, and cloud devices.

7.1 Contributions

RQ-1: What are the primary energy consuming components in the compute

continuum? By answering RQ-1 we now know what we components of the devices in the

compute continuum we have to measure. We systematically identify and classify compo-

nents responsible for power consumption across different layers of the compute continuum.

Therefore, this thesis provides a foundational understanding necessary for developing ac-

curate power models. The analysis highlighted the significant energy impact of various

components, such as CPUs, GPUs, and communication modules, in endpoint, edge, and

cloud devices.

RQ-2: How can the power use of these components be accurately measured

or modeled? The research introduced robust methodologies for measuring and mod-

eling the power consumption of identified components. Leveraging quantitative research

methods and extensive surveys, the study formulated theoretical model structures and

configurations that reflect real-world power consumption patterns. This approach ensures

the adaptability and scalability of the models to accommodate new data and insights.
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RQ-3: How can a end-to-end power model for devices in the compute contin-

uum be designed? A comprehensive power model was designed, integrating insights

from the identification and measurement phases. This model simplifies the complexity of

various devices and components within the compute continuum, providing a manageable

framework for implementing and comparing different power models. The design phase also

evaluated the support for hardware-based energy measurement, enhancing the model’s

accuracy and reliability.

RQ-4: How can we prototype this model to estimate the power consumption in

the compute continuum? A prototype tool was developed to estimate power consump-

tion across different deployment configurations within the compute continuum. The pro-

totype’s implementation demonstrated the conceptual feasibility of the end-to-end power

model, undergoing rigorous testing against workload-level benchmarks. The open-source

nature of the tool promotes community contributions, fostering continuous innovation and

enhancement in energy-efficient computing.

7.2 Future Directions

The findings and contributions of this thesis pave the way for several avenues of future

research. Key directions include:

Expanding the Prototype Future work can focus on expanding the prototype to cover

a broader range of configurations and devices within the compute continuum. Enhancing

the tool’s capabilities to provide more granular power consumption estimates will further

its applicability and utility in real-world scenarios.

Integration with Emerging Technologies As new technologies such as advanced IoT

devices, AI, and big data analytics continue to evolve, integrating these advancements

into the power model will be essential. Continuous updating and validation of the model

will ensure its relevance and accuracy in measuring the energy impact of cutting-edge

technologies.

Policy and Societal Impact The research highlights the societal relevance of energy-

efficient computing. Future studies could explore the policy implications of the findings,

providing recommendations for regulatory frameworks (e.g., EU Energy Efficiency Direc-

tive [64]) and industry standards that promote sustainable practices in the tech industry.
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7.2 Future Directions

In conclusion, this thesis has made significant strides in understanding and modeling

energy consumption within the compute continuum. By providing a robust framework and

practical tools, it contributes to the ongoing efforts to achieve energy-efficient computing,

aligning with global sustainability goals and societal priorities. The open-science approach

adopted in this research ensures that the contributions will continue to evolve, driving

further innovation and development in the field of energy-efficient technology.
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Appendix

Artifact Description: Prototype End-to-End Model Implemen-
tation

Abstract

This artifact appendix describes how to setup the prototype implementation of the end-

to-end model. Furthermore, it explains how to reproduce results as seen in the thesis. We

describe how to obtain the required software, setup the same environment for experiments

and execute these experiments. This setup consists of multiple parts: the prototype,

continuum framework, benchmarks, and a set of R scripts to reproduce the plots presented

in the thesis.

Artifact Check-list (Meta-information)

• Program: end-to-end-power-model (https://github.com/davidfreina/VU-Thesis-24/
tree/main/end-to-end-power-model), continuum framework
(https://github.com/atlarge-research/continuum)

• Compilation: Python3 (end-to-end-power-model, continuum framework), R (plotting)

• Run-time environment: Ubuntu 22.04.3 LTS, Python 3.10.12, root access required

• Hardware: Host system CPU with Intel RAPL support

• Execution: Approximate maximum runtime 3min

• Metrics: Power consumption

• Output: Console, CSV-file

• Experiments: Provided by continuum framework (https://github.com/atlarge-research/
continuum/tree/main/application/image_classification

• Publicly available?: Yes

• Code licenses (if publicly available)?: MIT

• Workflow framework used?: Continuum framework
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Description

How to access

The end-to-end-power-model and continuum framework can be obtained by cloning from

Github:

$ git clone https://github.com/davidfreina/VU-Thesis-24.git

$ git clone https://github.com/atlarge-research/continuum.git

The end-to-end-power-model can be found in "VU-Thesis-24/end-to-end-power-model".

The plotting tools can be found in "VU-Thesis-24/plotting".

Hardware dependencies

The CPU in the host system must have Intel RAPL compatibility.

Software dependencies

The software will only run on GNU/Linux and was specifically tested on Ubuntu 22.04.3

LTS. Furthermore, Python3 is required with the psutil package is required (refer to "VU-

Thesis-24/end-to-end-power-model/requirements.txt". For the plots R in version 4.4.1 and

the packages ggplot2, reshape2, scales, and dplyr are required.

Details about the setup of the continuum framework can be found in its repository

(https://github.com/atlarge-research/continuum/tree/main?tab=readme-ov-file#

part-1-install-the-framework).

Software and Hardware Configuration

All tests are run either bare-metal or on top of QEMU 6.2.0 with KVM enabled.

Host system

• Intel(R) Xeon(R) Silver 4210R CPU @ 2.40GHz with two sockets connected in

NUMA mode.

• 256GB DDR4 RAM

VM’s The virtual machines are deployed on the host system using the continuum frame-

work. The required configurations can be found in "VU-Thesis-24/end-to-end-power-

model/continuum-configurations"

68

https://github.com/atlarge-research/continuum/tree/main?tab=readme-ov-file#part-1-install-the-framework
https://github.com/atlarge-research/continuum/tree/main?tab=readme-ov-file#part-1-install-the-framework


REFERENCES

Installation

Because all executable files are written in interpreted rather than compiled languages the

installation steps are minimal. For the end-to-end-power-model the installation of the

psutil dependency is required:

$ pip install -r VU-Thesis-24/end-to-end-power-model/requirements.txt

The installation of the continuum framework is more elaborate. Because it is only a

dependency for us we refer to the installation and setup instruction on its own repository

(https://github.com/atlarge-research/continuum/tree/main?tab=readme-ov-file#

part-1-install-the-framework). However, we provide the configuration files used for

the continuum framework in "VU-Thesis-24/end-to-end-power-model/continuum-configurations".

Experiment workflow

After setting up the execution environment using the continuum framework with the pro-

vided configuration files the image-classification workflow is executed automatically. When

this execution is finished the continuum framework will provide the necessary commands

to ssh into the deployed VMs.

Setup Edge (NOTE: This only applies if the edge.cfg file is deployed.) We SSH into

the edge node and clone the end-to-end-power-model repository. The power measurement

can be started using the following command:

$ python3 energy_monitor . py edge

Using a second SSH session, the subscriber for the image-classification experiment can

also be started:

$ docker conta ine r run −−rm −−cpus=3 −−memory=1000m −−network
=host −−env MQTT_LOCAL_IP=192.168 .210 .3 −−env MQTT_LOGS=
True −−env ENDPOINT_CONNECTED=1 −−env CPU_THREADS=3 −−name
image−c l a s s i f i c a t i o n 192 . 168 . 1 . 1 01 : 5000/

image_c l a s s i f i c a t i on_sub s c r i b e r

Setup Cloud (NOTE: This only applies if the cloud.cfg file is deployed.) We do not use

the VM created by the continuum framework for the experiment execution due to missing

support for Intel RAPL in virtualized enviroments. Therefore, we clone the repository to

the host and start the power measurement:

$ sudo python3 energy_monitor . py cloud
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(NOTE: sudo is required to access the sysfs interfaces for Intel RAPL measurements.)

Using a second SSH session, the subscriber for the image-classification experiment can

also be started:

$ docker conta ine r run −−rm −−cpus=3 −−memory=3500m −−network
=host −−env MQTT_LOCAL_IP=192.168 .210 .3 −−env MQTT_LOGS=
True −−env ENDPOINT_CONNECTED=1 −−env CPU_THREADS=3 −−name
image−c l a s s i f i c a t i o n 192 . 168 . 1 . 1 01 : 5000/

image_c l a s s i f i c a t i on_sub s c r i b e r

Setup Endpoint After setting up the power measurement on either the edge or cloud

node we can setup the endpoint node. First we use the provided SSH command to connect

to the VM and clone the Github repository containing the end-to-end-power-model. We

can now already start the power measurements with the following command:

$ python3 energy_monitor.py endpoint

Using a second SSH session, the publisher for the image-classification experiment can

also be started:

$ docker conta ine r run −−rm −−cpus=4 −−network=host −−env
FREQUENCY=5 −−env DURATION=30 −−env MQTT_LOCAL_IP
=192.168 .210 .4 −−env MQTT_REMOTE_IP=192.168 .210 .3 −−env
MQTT_LOGS=True −−env CLOUD_CONTROLLER_IP=192.168 .210 .2 −−
name cloud0_endpoint0 192 . 168 . 1 . 1 01 : 5000/
image_c l a s s i f i c a t i on_pub l i s h e r

(NOTE: This command is used to produce the results for a 5FPS execution of the ex-

periment (refer to Figure 6.2f). If the 30FPS experiment should be reproduced the FRE-

QUENCY variable has to be change from 5 to 30.)

Gathering and Plotting Results After the docker commands have finished the power

measurement process can be stopped (CTRL+C). The results are saved to CSV files in

the same folder where the energy_monitor.py was executed. They are named after their

respective command (edge.csv, cloud.csv, and endpoint.csv).

Depending on the execution (cloud/edge) the plotting script for Figure 6.2 can be found

in "VU-Thesis-24/plotting/figure6.2/edge" or "VU-Thesis-24/plotting/figure6.2/cloud" re-

spectively. The script requires the edge.csv/cloud.csv and endpoint.csv to be placed in the

same folder as the script itself.
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Additional Experiments

1 #include <s td i o . h>
2 #include <s t d l i b . h>
3
4 int f i b ( int n) {
5 i f (n == 0)
6 return 0 ;
7 i f (n == 1)
8 return 1 ;
9 return f i b (n−1) + f i b (n−2);

10 }
11
12 int main ( int argc , char const ∗argv [ ] )
13 {
14 i f ( argc != 2)
15 p r i n t f ( "Usage : ␣ . / f i b ␣N\n" ) ;
16 p r i n t f ( "The␣argument␣ supp l i ed ␣ i s ␣%s \n" , argv [ 1 ] ) ;
17 p r i n t f ( "%d\n" , f i b ( a t o i ( argv [ 1 ] ) ) ) ;
18 return 0 ;
19 }

Listing 1: Micro-benchmark used to evaluate Scaphandre and Kepler
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