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Why schedulers are important for society?

Society is becoming 
more digital

More data & software 
techniques e.g., AI 

Schedulers
Data center infrastructure

USD 263.34 billion in 2022
expected to reach USD 602.76 billion by 2030

��
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What is performance?
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Why are schedulers important for performance?

Distributed systems 
increasing complexity

SLOs complexity

Manage complexity through global / 
local self-awarenessSchedulers
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Scheduler’s components that impact performance

Infrastructure

Policy

Mechanism

Architecture
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Something else? → Programming abstraction / API

Interface between the user and 
the data center

Intermediary between data 
center resources and users

 bit.ly/ref-arc-sched-pr



© 2023 Alexandru Iosup. All rights reserved.
7

Research questions

1. How can we model scheduler programming abstractions?

2. What programming abstractions of scheduling are missing in mainstream industrial 
schedulers?

3. What is the performance cost of not implementing the missing programming 
abstractions for schedulers?
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1. Reference architecture - Visual diagram !
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1. Reference architecture - Syntactic structure

1. Provision:Lease         UserResource<type: app, id:21, runtime-estimate: 5 days> 
IN SchedulerResource<type: vm, cpu:2.4Ghz, memory:16Gb> 
WHEN Event<day: 31, month: 12, year: 2022, hour: 00, minute: 00>

2. Provision:Scale          UserResource<type: app, id: 21> 
IN SchedulerResource<type: vm, cpu:2.4Ghz, memory:16Gb> 
WHEN Event<cpu.utilization: > 80%>

3. Communicate          CommunicationProcess<type: message> 
IN SchedulerResource<type: vm, id: 21> 
WHEN Event<state: failed>

<action> <object> IN <object> WHEN <object:Event>
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2. Reference architecture - Map industrial schedulers
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3. Experiment - Performance cost analysis - How?

1. Select scheduler & missing abstraction

2. Implement the missing abstraction

3. Design a scenario where the abstraction is used 

4. Evaluate performance through experimentation
!
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3. Performance cost analysis - Setup

● Traces
○ Bitbrains - VMs of Dutch ICT
○ Azure - VMs of data center
○ Google - single-core tasks of data center

● Experiments using OpenDC
○ Open-source data center discrete event simulator developed by 

AtLarge 
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3. Experiment - System model

submit(callback, interferenceEvent)

requestUserMigration(vm, cpuCapacity)

Scheduler: Condor
Missing API: Communicate callback
Experiment: Reducing total times using user-level 
migrations
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3. Experiment - Result highlights (Google)
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Key takeaways

Model APIs → Reference Architecture Industrial APIs missing abstractions

1
2

Experimentation → existing APIs 
sacrifice performance

3
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