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Background: Increasing storage demands

Demands:

e More storage: IDC expects 175 zettabytes of data by 2025!
e Faster storage |

Challenges: S RE——
e oL

e How? et

e Where?

e Fast, yet cost effective...?

([



Where to store?: Key-Value (KV) stores

e NoSQL databases ( )
e Ubiquitous f a |
e Highwrite/read throughput - -

o SLArequirements (P99...)

N

% RocksDB .

Amazon DynamoDB
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How to store?: KV-stores use flash SSDs

e KV-stores are optimized for flash SSDs

& FAST

e Problem: most flash SSDs use the block interface...
m The block interface does NOT reach KV-SLA demands



Problem: The block interface breaks SLAs for

flash storage!

Block interface: —_—

e High throughput fluctuation (SLAs...)
e Does not match flash

o Requires expensive translator...
e KV-store SLAs?
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Solution?: Meet Zoned NameSpaces

e Zoned NameSpaces (ZNS):

o Matches flash closely Consistent Write throughput
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o Stable throughput (SLAS) —
21000
2
= 750; —
>3
[oX
o 5001 -\ o ‘ w
o
_E 250_,_ ZNS NVMe
—— NVMe h /
% 5 10 15 20

Time (minutes)

Note: in this experiment we use the same SSD model, except for the interface 6



ZNS: A new abstraction

Device is divided into zones Q Q Q

Zone 1 =Zone Zone N

e |/O isissued to zones
e Sequential writes only
e Applications manage zone state
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ZNS: Append operation

e Alternative for writes e
e Leads to higher throughput ‘ | [ C:16KB Wrie - LbAS
scalability Write & [a[a[B[8[8[c[c[c]c
Challenge: (Afler“\;fritcA) (AﬁchWPritc B) (Aﬁer“v/:mcC)
— A: 8KB Append - LBAO
e |ssued to zones, returns address —— B: 12KB Append - LBAO

— C: 16KB Append - LBAO

e Requires rewriting write traffic Append ()

C C|C|C|A|A|B B | B
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Problem: Need to rethink KV-stores for ZNS

ZNS is a fundamentally different interface

) ) ﬁ RocksDB
KV-stores need to interface with zones.

Random writes are NOT allowed
How to leverage appends?

Zone 1 =Zone Zone N

KV-stores need to be rewritten...
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Problem: Need to rethink KV-stores for ZNS

Problems with available ZNS KV-stores:

1. Semantic gap (how to communicate) KV-store
2. No control over data placement (SLA)
3. Theydo not use the ZNS append operation -
a. Requires domain knowledge R
' Host

Storage



TropoDB: A new design

State-of-the- State-of-the- Our work

TropoDB'’s architecture:

(1) Remove all software layers TropoDB

(a) Address semantic gaps
(2) Use ZNS appends for all writes
(a) Appends have better
throughput scalability.
(3) Implemented in RocksDB
(a) Do notreinvent the wheel

Host

Storage
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TropoDB: Work in Progress Results

KV-store write tail latency
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TropoDB: Take-home messages

e ZNSisanew interface for flash storage leading to better QoS
TropoDB is an ongoing work for a KV-store rewrite for ZNS
e Goals:
o Better QoS for asingle device
o Evaluate ZNS-specific optimisations
e We highly value collaborations and new ideas!
o Like expanding it to multiple devices (ZNS over fabrics)
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TropoDB: Case-study ZNS appends

Use case: Write-ahead logs

e Write-heavy
e Many outstanding requests
o Littlereads
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TropoDB: Removing all layers

)State-of-the-

vl - - -
P NVMe ﬂState of-the 0t

Our work
We need to remove all practice art

KV-store @l KV-store

layers:

KV-store i TropoDB

e Semantic gap

Host

Storage

Storage
ranslato
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Problem: Research question

Research Question:
“How to leverage the unique design properties of NVMe ZNS devices to
optimise a key-value store?”
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TropoDB: Case-study ZNS appends

Problem with writes Write to 5
Address x one
e ZNS does not allow multiple writes [ T
to 1 zone! Zoney| |——~|Zoney
Solution? ZNS append operation —
PY i Append
Multiple appends allowed to 1 zone topgone , Return address x

e Appends are issued to zones :
e Appends can be reordered
e Needtorewrite software

Zoney| |——|Zoney

I
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