MASSIVIZING COMPUTER SYSTEMS

MASSIVIZING GRAPH PROCESSING:
THE SCIENCE, DESIGN, AND ENGINEERING OF A COMPLEX ECOSYSTEM
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bit.ly/AtLargeGraphSys22 Massivizing =
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science [1 high societal impact!
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US IN 1 MINUTE
WE'RE
MASSIVIZING
COMPUTER
SYSTEMS!
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Alumni
o '

This is us, now.

They have completed a long-term project in our team.

W
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Professor
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Chris LeMaire Shenjun Ma Ahmed Musaafir Wing Lung Ngai Leon Overweel Sigi Shen
Team Graphalytics M.Sc. student, TU Researcher, Vrije Researcher, Vrije Core Team OpenDC Massivizing online

Animesh Trivedi Otto Visser Caroline Waij : e s .
! Shanny Anoep Athanasios Sietse Au Johannes Marcin Biczak Mihai Capota
Chiet Advisor Project Manager
Chalr st Fill Team VL-e Antoniou M.Sc. student, TU Bertens Researcher in graph- Tech Lead
Delft processing team Graphalytics
Professor, Vrije — Team AtLarge M.Sc. student, TU 9 vt
Universiteit Delft
Z ‘Andreadis 8.5c. student, Vrije B.5c. student, Vrie — = Bogdan Ghit Yong Guo Stijn Heldens Alexey llyushkin Adele Lu Jia Elvan Kula
Project Lead AtLarge Universiteit Unlversiteit Universiteit Ph.D. student, TU Graph processing Researcher, TU Delft Ph.D. student, TU Social gaming Honors Track
Website Amsterdam Amsterdam Amsterdam I Delft Delft
..
Visitor/P.-doc
.

Ph.D. student, Vrije Hoevelaken B.Sc. student, Vrije

WE ARE HIRING
A NEW ASST. PROF.!

@
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I h - D - St u d e n t Jie Shen Ruben Verboon Maria Anemona Nezih Yigitbasi Ernst van der Jerom van der

Performance Honors Track Voinea Tech Lead Hoeven Sar
modeling M.Sc. student, TU GrenchMark and M.Sc. student, TU Team OpenCraft
Delft CMeter Delft

Research Visitors and Interns
They have completed a short-term stay with our team.

@@

Mugursl lonut Meatthijs Bijman Alexandru Costan Kefeng Deng Yunhua Deng Kevin Denneman
Andreica Core Team OpendDC Research visitor Research visitor Research visitor B.5c. student, Vrije
Research vsitor Universieit

WE ARE A FRIENDLY, DIVERSE GROUP, OF DIFFERENT RACES AND

Early Scientist

ETHNICITIES, GENDERS AND SEXUAL PREFERENCES, AND VIEWS OF
CULTURE, POLITICS, AND RELIGION. YOU ARE WELCOME TO JOIN! 4




WHO AM I?
PROF. DR. IR. ALEXANDRU IOSUP

« Education, my courses:
> Honours Programme, Computer Org. (BSc)
> Distributed Systems, Cloud Computing (MSc)

- Research, 15 years in DistribSys:
> Massivizing Computer Systems
> About 30 young researchers in the team

- About me:

> Worked in 7 countries, NL since 2004

> | like to help... | train people in need

> VU University Research Chair + Group Chair

> NL ICT Researcher of the Year

> NL Higher-Education Teacher of the Year

> NL Young Royal Academy of Arts & Sciences
VUl > Knighted in 2020




WE ARE ALIGNED WITH COMMUNITY CONCERNS...

The Manifesto on
Computer Systems and Networking Research
Clear vision for the field in the NL, 2021-2035

Holistic, System-Wide Qualities

Ecosystems of
Data and App Markets

Signed

50+ Pls / Leads

[/ universities

5 relevant societal stakeholders

Development Platforms

M geability
Rﬁsponsibility
bil
Usability

Comput MmyS rage, &
NtwkIf re

Available
Full version (40+ pages) https://arxiv.org/pdf/2206. 03259

Who's Who in CompSysNL? https://bit. Iy/CompSysNLWhosWho

© 2022 Alexandru losup. All rights reserved. 6


https://bit.ly/CompSysNLWhosWho

ONE PROJECT TO MENTION...

Big Graph Processing: Used in Al/ML. FinTech,
Sci/Pharma Industry 4.0, Energy Mgmt.*, etc.

vision: Massivizing computer systems approaches are key 1o enabie Dig grapn ecosystems

contributed articles

COMM U&Ni%AT;O NS

*\%*yfﬁﬂ_ﬂ

D01:10.1145/3434842 Desktop App Notebook
“2 | Ensuring the of big graph pr
£ | for the next decade and beyond.
=

SHERIF SAKR, ANGELA BONIFATI
/OIGT, AND ALEXANI

-TheF tsw Gra - VI
1s Big Graphs: Graph-Massivizer

s . .
e ity EU Horizon project

PR AR - Processin -
ownowe wiel 9 (starting 2023)
- 7’ ; 7/ =4 i i\ XW ‘ R(:sn(;ur:fs Kubernetes
The Fg;dre Is Blg Grap ‘s ° . g.
MarimgITme n% rnwé Fj@ R ° gsri/rii:;‘g Zookeeper
:;ai“::; m.‘,;%mm D;,,gdf__&@ - Q@ el ‘
CACM Cover/Featured article, Sep 2021 (*) Digital twin for datacenters, with partners CINECA, UniBo, etc.

v

‘Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM.


https://arxiv.org/abs/2012.06171

THIS IS THE
GOLDEN AGE
OF COMPUTER

but >



THIS IS THE GOLDEN AGE OF MASSIVE COMPUTER ECOSYSTEMS

CTAAAGATGATCTTTAGTCCCGGTTCGAA
TCTTTAGTCCCGGTTGATAACACCAACC

GTAATACCAACCGGGACTAAAGATCCCG
GGGACTAAAGTCCCACCCCTATATATATG!

NORTH AMERICA ASIA PACIFIC

67 minutes
per visitor MIDDLE-EAST / AFRICA
LATIN AMERICA

ABNA“ar r——

r Tosup et al., Massivizing Computer Systems, ICDCS 2018.
]

[Onlin& ™ Hesselman, Grosso, Kuipers,
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https://arxiv.org/abs/1802.05465
https://doi.org/10.1007/s10922-020-09564-7

THE ECONOMIC IMPACT OF MASSIVE COMPUTER ECOSYSTEMS

ECONOMY AND SOCIETY f
ARE BUILT ON DIGITAL

€460 MLD |3.3 MLN ‘I

DIGITAL VALUE | JOBS CREATED

56%

JOBGROWTH _ _ _

DIVERSE SERVICES FOR ALL

EVERY €1 — €15 ADDED VALUE

Impacting >60% of
the NL GDP (1 trillion EUR/y)

e S —
—

2019-2024 — - - — - _ _

e  S— | —

- -—

3 & ' | . Attracting >20% of all foreign
y Ay direct investments in NL

Sources: losup et al., Massivizing Computer Systems, ICDCS
2018 [Online] / Dutch Data Center Association, 2020 [Online] /

a0 Growth: NL Gov't, Flexera, Binx 2020. Gartner 2019. |A 2017.



https://arxiv.org/abs/1802.05465
https://www.dutchdatacenters.nl/en/data-centers/what-is-the-economic-impact-of-data-centers/

BUT WE CANNOT
TAKE THIS
TECHNOLOGY
FOR GRANTED

2 (So, this is why | am giving this talk)

eeeeeeeeeee

This talk >>



GRAPH DATA EVERYWHERE, AT UNPRECEDENTED SCALE

NEED TO MASSIVIZE GRAPH PROCESSING

Social / gaming

network Brain network
~1 billion vertices Web graphaé L ~100 billion neurons
~100 billion il

. ~50 billion pages ~100 trillion
connections ~1 trillion hyperlinks LlnkEd m connections

VU% Sources: Smith, CHI'10; Blog webpage; Gigandet et al., PLoS ONE 3(12)] 12,




- ' ﬂ Ana Lucia Varbanescu's Professional Network
Llnkedm aPS as of November 28, 2013

®2013 LinkedIn - Get your network map at inmaps.linkedinlabs.com



>

Your network is so large...

Sorry, but your network Is too large to be computed, we are
working to increase the limit, stay tuned!



Failed to get game data d Pokémon GO Pokémon Trainer Club
from the server.

OFFLINE
for 15 minutes

Pokémon GO Uptime Pokémon Trainer Club Uptime

over the past hour over the past hour
) 96.29% 96.66%
over the past day over the past day o




PHENOMENON: PERFORMANCE IN CLOUD SERVICES

eS——

UNCOVERING THE PRESENCE OF PERFORMANCE |SSUES EVEN LEADING TO CRASHES
Vo . 20 : '

’Polygon
Source: http://bit.ly/EveOnline21Crash

! Players in Eve Online broke
a world record — and then

the game itself

Developers said theyre not ‘able to predict the
server performance in these kinds of situations’

By Charlie Hall | @Charlie_L_Hall | Jan 5, 2021, 2:54pm EST

Source Razorien/CCP Gg ¥

e


http://bit.ly/EveOnline21Crash

PHENOMENON: IT SUSTAINABILITY

UNCOVERING THE USE OF ENERGY AND WATER, THE IMPACT ON CLIMATE

>

, Water consumption of
Power consumption of

q ) datacenters
. f ;i\tacer;teris in the US:
>1% of global e ectr|C|ty _ P >625Bn. 1/y (0,1%)
SO)éce Nature, 2018[ nI|ne| | ';13";'-_ ;, \"d | Source Energy Technologles Area 2016 [Online]

Power consumption of datacenters A e
in the Netherlands: R T
1—-3% of national electricity S5

Other greenhouse emissions:

Largely unknown

tource: NRC, 2019 [Online] y Source: Nature Climate Change, 2020 [Online]

Source: NASA Earth Observatory ' B


https://www.nature.com/articles/d41586-018-06610-y
https://www.nrc.nl/nieuws/2019/05/14/datacenters-verbruiken-drie-keer-zoveel-stroom-als-de-ns-a3960091
https://eta.lbl.gov/publications/united-states-data-center-energy
https://doi.org/10.1038/S41558-020-0837-6

PHENOMENON: FEW CAN OPERATE COMPLEX IT ECOSYSTEMS

THE WORKFORCE GAP, IN THE NETHERLANDS & IN EUROPE VU %

FEDERALE DE LAUSANNE

Julius-Maximilians- .QM E«'f i
’ EU - Main Forecast Scenario UNJVERS'TAT ; RRR E—:
WURZBURG &
& amazon ‘
EU: 910k
g CHARLES
&> o - 8,86 E
&F = Solvinity. sdatabricks NL: 50k sseiceo UNIVERSITY
8,800,00 0Q
g center T 8'300’00 P 3 %
O mm = P
7,800,00 _11950,000 ECOLE POLYTECHNIQUE

intel) ORACLE B Microsoft

lﬂ-l 7:300,00

JIE® Does not
RG Cloud
- start at 0!
VU %‘my&ﬁm‘ af:n:e: 2012 2013 2014 2015 2016 2017 2018 2019 2020

Source: e-Skills for Jobs in Europe, 2014 =



e

! THIS TALK: MASSIVIZING = LET’S THINK ECOSYSTEMS!

AR DRESCRERC

- a——
s WE TAKE A HOLISTIC VIEW, BASED ON COMPUTER ECOSYSTEMS

— Y e =

| !l Technology A Why does this® happen?
5" notready, '

A e T W 2 e e &

N o many “

L ol icgyes® B What to do about it*?

% H'@‘V’i/ _— ‘ W (A R i
: € * In modern computer systems,

Issues are often linked.

SourcerAlexandru’s personal library.” 4 i

Anew science >>



COMBINE
SCIENCE,
DESIGN, &

3 ENGINEERING




|dea:
Meaningful discovery requires a mix of
experimental science, design, and engineering.

LEONARDO’S APPROACH: ADDRESS COMPLEXITY WITH MIX OF SCIENCE,
DESIGN, AND ENGINEERING (AND ART, BUT HE WAS PEERLESS!)

R ¥4 .
Source: Leonardo da Vinci (15th-16th century), Jean Paul Richter (1883) The Literary Works of Leonardo da Vinci. 21
VU %f UNversrTErT © 2022 Alexandru losup. All rights reserved.

AMSTERDAM
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ENGINEERING COMPLEX WORKFLOWS

THE NEED FOR SPEED IN GRAPH PROCESSING FOR COVID-19 PREVENTION

Social network [ Epidemiology

; Who is a super-spreader? Where? Why?
How would the spreading evolve?
E%)} | Which measures/policies can curb spreading?

raj

Graph

H '

'

1 T

H '

' '
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| ata o |

H atabase N

' lode '

f ; H Machine Business
Extraction H Learning Intelligence
| 5
o4 T M
'
ational H J

1
H
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H
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| v
atabase Extracted G :
raph OLAP Operations
GraEJhs P P Scientif Visualization &

o wmes |1 sz Bjological network [ Drug synthesis

Graph-Based Engines

Which diseases are similar? Which genes are
related to this disease?

Which inhibitors could work? Which drugs could
be targeted/synthesized to cure COVID-19?

VU V Source: Sakr, Bonifati, Voigt, losup. The Future is Big Graphs! A Community View on Graph
L Processing Systems. Dagstuhl Seminar 19491 Big Graph Processing Systems and CACM article.



COMPUTER SCIENCE IMPACTING SCIENCE

MANY GRAPH DATASETS, MANY ALGORITHMS [] 10S OF SPECIALIZED PLATFORMS

‘r—Tlalolo/n
1[=(3[0/0/0,

®a Neoai TOTEM A P A < H E
.. the gralﬂ;]database IBM SyStem G ; ‘_ medusa_gpu e hReA P

p—— ImsevzAL Medusa: Simplified Graph Processing on GPUs
o’#‘ ‘; ?~_ '_-‘
o

be 4 StratoSphere
Trinity @ pher

Abowve the Aouds

How well do graph processing platforms perform?




EXPERIMENTAL METHODS OF DISCOVERY

UNIQUE OPPORTUNITY: WE DRINK OUR OWN CHAMPAGNE (/N VIVO)!

VU S e U Detft- = Fabian "acheendra

Da&acenter Ao ot ] Andreadis Mastebroelf Ity

. amazon
webservices™

Ve CHCEEN \/Ve also use clouds

Versluis

MN/SARA Astron/U.Leiden

—Batawnter Databémem . + % OpenDC

And simulators (in silico)

AIexeyIIyushkin



Graph Processing Techniques

Graphalytics

oo |.JIJ KStra

L ]
Interactive

structure +weights +properties level of
detail

VU % EEQVTEEE';S&E“'AT L DB C @ Slide by Gabor Szarnyas 25




There is More to Understanding Performance

Many, deep metrics

Depth

Many jobs; diverse
algorithms,

1 job + 1 metric datasets, platforms

Breadth

VU¥ i LDBC B

26



The Graphalytics Ecosystem

Graphalytics ecosystem =
o Gradel0 set of complementary

approaches for understanding
graph processing performance

e Granula
Depth

o LDBC Graphalytics .
e Global Competition

Breadth

VRIE 2
VU i LDBC B '



AUTOMATED TESTING FOR DISTRIBUTED ECOSYSTEMS?

LDBC GRAPHALYTICS: BENCHMARKING LEADING TO DISCOVERY

LDBC

Graphalytics

. _ , graphalytics.org
Many classes of algorithms used in practice

> Benchmark, 7+ years engineering

Diverse real and auto-gen datasets

The graph & RDF
benchmark reference

ORACLE (inteD

— ' intel) §
n == Whuawe ewi A h me d
U @ Musaafir

- Community endorsed:

- Surprising finding, selected:

Renewal process to keep the workload relevant magnitude difference due to

>
>
> Diverse experiments, representative for practice Performance: orders of
>
>

Automated comparison of many platforms,
community-driven and industrial
> Automated global competition, manual auditing

VU

each of platform, algorithm,
dataset, and hardware

[Iosup et al.

[Iosup et al.

L L a4
p= |} \/ 71 E"II)R Ih

[Guo et al.

[Guo et al. https://graphalytics.org



https://github.com/atlarge-research

@ Full support [) Directed only |J Undirected only

Graphalytics ina Nutshell 5 v ® nosuppor

Platform Driver BFS CDLP LCC PR SSSP WCC
. An LDBC benchmark cph Q10 00 00
. Advanced benchmarking harness Rl Rl B Bl Rl
. PowerGraph 5 @ @ @ @ @ @
- Many classes of algorithms

. . OpenG 5 @ @ @ @ @ @

- Diverse real and synthetic datasets
eapat 2] | © | © QO © | O] ©
- Diverse set of experiments e o ®
- Renewal process to keep workload relevant 5 0l 0 © oo ©
- Enables comparison of many platformes, caprBlas 3 | ©Q  ®  © © @ | ©
community-driven and industrial s 5 O © @1 @l ® | @
Gunrock @ @ @ @ @

VU e LDBCE .



Runtime: The Platform Has Large Impact

Patents SNB 1000

2678

<

NNOD

o
e

Better

lllllll
e

difference due to

V. Capota et al., Graphalytics: A Big Data Benchmark for
30

Graph-Processing Platforms. SIGMOD GRADES 2015



Runtime: The Dataset Has Large Impact

Graph500 23 Patents . Neo4j can fail

Neo4j : MapReduce ~ 1:2

Platform

M. Capota et al., Graphalytics: A Big Data Benchmark for
Graph-Processing Platforms. SIGMOD GRADES 2015

31



Introduced by
Ana Lucia
Varbanescu.

In progress
Algorithms for different
data types and graph

Dataset

Capota et al.’15

The Platform-Algorithm-Dataset (PAD) Triangle

Algorithm

Overstudied
Performance is enabled
Portability is disabled

A. Uta et al., Exploring HPC and Big
Data Convergence. CLUSTER 2018

| Platform
Understudied

No systematic findings yet (SW + HW)
Must be correlated with the algorithm

32



LOCALIZATION OF BOTTLENECKS [ | PERF. ISSUES

GRADE10: MODELING LEADS TO DISCOVERY

The graph & RDF ST ES AT e sy

@ benchmark reference %E‘}f&j%:%%ﬁ’lﬁ
PSR S T

- Graphalytics Gradel0:

(X

AAAAAA

> Automated bottleneck detection - Without GradelO: He;nr:man
> Automated identification of performance issues No bottleneck at all
. - With Gradel0:
=3 — e Always bottleneck

Execution model

+

5 =T =gl - : _
a | Eventloggng 1 EL-H-I—' E Can explain causes:
aystem : /\ v\ : S?r?mgi : ?j?etttcleirt]iiik . issue + M essa g e q ueue f u I I

under ! identification

test Monitoring (sampling)

Multi-stage process,

+ Garbage collector
+ CPU
+ Others

VUl works in ecosystem



Grade10 Result: Analysing a Giraph Job

32

_I_,P‘ WorkerSuperstep
-

39000 40000 41000 42000
Time [ms]

CPU Usage [#cores]
>

CPU usage < 32 cores
(100%), so no bottleneck

VRIJE
V U %o UNVERSITET | gy @gteummam €6 all., Grade1os

AMSTERDAM

L e ns wac s eswa walin S o e WD o e S o Srd s IO S G G



https://atlarge-research.com/publications.html

Grade10 Result: Analysing a Giraph Job

32

WorkerSuperstep

PreCompute || Compute || PostCompute

CPU Usage [#cores]
>

| L

|

|
|_|

] - 1 ] ]
39000 40000 41000 42000
Time [ms]

VRIJE
V U o UNVERSITET  [jjegiemaan €t Al., Gradeio: R

AMSTERDAM

L e ns wac s eswa walin S o e WD o e S o Srd s IO S G G



https://atlarge-research.com/publications.html

Grade10 Result: Analysing a Giraph Job

32

CPU Usage [#cores]
>

L

Ll

WorkerSuperstep

PreCompute || Compute || PostCompute

ComputeThread[1-22]

™ Maxcp =1 =N

[ I e :

39000 40000 41000 42000 | Blocks on: |

Ti - Message queue full |

me [ms] | - Garbage collect |

I —
% VRIJE

V U Ao NMVERSTET  Hegeman et Al., Cradeio: R

L e ns wac s eswa walin S o e WD o e S o Srd s IO S G G



https://atlarge-research.com/publications.html

Grade10 Result: Analysing a Giraph Job
JHL R
il

CPU Usage [#cores]

-

CPU Usage (ComputeThread1)

40000

T

41000 42000

CPU Bottleneck (CT1)

WorkerSuperstep

mpute

Compute

PostCompute

39000

VU

40000

VRIJE
UNIVERSITEIT
AMSTERDAM

41000 42000
Time [ms]

—-—

ComputeThread[1-22]

/>

Blocks on:

- Message queue full

- Garbage collect

L e ns wac s eswa walin S o e WD o e S o Srd s IO S G G



https://atlarge-research.com/publications.html

Grade10 Result: Analysing a Giraph Job

CPU Usage (ComputeThread1)

41 600 42000
CPU Bottleneck (CT1) WorkerSuperstep

1

mpute || Compute || PostCompute

ComputeThread[1-22]
A —— /‘\\

| Blocks on:
- Message queue full
| - Garbage collect

For one class of eco-systems, under tightly
controlled experimental conditions, with careful

analysis [/ bottlenecks!



https://atlarge-research.com/publications.html

The interplay of experimental science, design, and
engineering leads to important results (end Part |)

W N

VU

Science, design, and engineering intertwined
Experimentation in vivo, in vitro, (in silico)

Benchmarking reveals graph processing has

arge design space & complex trade-offs

Remarkable finding: performance as function of

nardware and software platform, data, algorithm

New systems through design and engineering, but

there must exist a better way than bottleneck by bottleneck

VRIJE
UNIVERSITEIT 39
AMSTERDAM © 2022 Alexandru losup. All rights reserved.




A new science, of
& complex, smart
" computer ecosystems

(operational simplicity
4 for the user) B
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DISTRIBUTED ECOSYSTEMS, OUR DEFINITION

1.
2.
3.
4.

Set of 2+ constituents, often heterogeneous

Each constituent is a system or an ecosystem (recursively)
Constituents are autonomous, cooperative or in competition
Ecosystem siructure and organization ensure responsibility

1. Completing functions and providing services
2. Providing desirable non-functional properties
3. Fulfill agreements with both operators and clients, clients in the loop

5. Long and short-term dynamics occur in the ecosystem

losup et al., Lecture Notes in Distributed Systems, Section 1.1.1

losup et al., Massivizing Computer Systems, ICDCS 2018. [Online] 42



https://arxiv.org/abs/1802.05465

ECOSYSTEM = SERVICES + COMPUTING + SMARTS + GOALS

Workload 100s of services
W Il ... an ecosystem

. [
Creators Digital 5 - -
Services esource Manager

and Scheduler

——

umn(jp,uog
Bunndwo)n

/;I ° - ' 'i ¢ oot ; — './', = CE . - : ./'l N
v ) 7 R - o ‘.'”’..J.; o e ' : : : :
e 1;‘7 '. . | - \ :; S *
§ : 2 ; < KO ’ <
g:; m ' 2 ! 3 g
\ Mg SN ;x‘ Y Source:
# A Google

Extreme Automation, Performance, Dependability, tainability




High-level
theoretical
approaches

5 (our theories are often .
frameworks, designs, etc.) oeated

aaaaaaaaaaa



A Reference Architecture for Big Graph Processing
Actual graph app is

a Very Sma” partl - Desktop App I Notebook I I
° Platforms
Foen 'l;‘rodg r? e Data structure / model / format / meta I
Services) odets NIC 8]
ﬁ:l o Gy
B Rest Is systems, S A\ { Si7 Lf’
M &
Hw+sw,  Bes 1PN
nclucing HPC I

Resource Kubernetes Mesos YARN
Managers

Services)

Operating

: Zookeeper e "‘” 110
Services

Q&A’ ith ACM C mpuh

Infrastructure Physical

‘Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM. ‘


https://arxiv.org/abs/2012.06171

AUTOMATED Al/ML/DL OPERATIONS N\
ISSUES: COMPLEXITY,

ta
ereignty
NON-TECHNICAL E—
Portals Desktop App ll ... | Notebook J cu
i . h- I A . AN '
Actual ML app is a PP oeveopmen: R R N2y vk sae BN ¢
© (Pllz?—gfr?tr_rgﬁd Data/NN structure / .
Ve ry Sma” partl Services) Models indel A farmatinets TensorFlow | Spark
Engines :
Restis systems, - gy | Lo 1 o ]
Storage Hops HopsFS HDFS

~ HWSW, o
including HPC P

7 Data & App Model JOJslEy Data [ Lslifs
Market Sharing [CIAEIVEN Lake [HUEIC

Managers SLURM Kubernetes Mesos YARN
Adapted 1ro
W Operatin
4 Sé)rvicesg Zookeeper Kafka

Sakr, Bonifati, Voigt, Iosup, et

1) Infrastructure Virtual

al. (2021) The Future Is Big Compute & Neuromorph Physical
Storage CPU GPU | TPU X VMs Containers



https://arxiv.org/abs/2012.06171
https://arxiv.org/abs/2012.06171

AUTOMATED Al/ML/DL OPERATIONS

ISSUES: COMPLEXITY, |

REFERENCE ARCHITECTURE FOR -
DATACENTER SCHEDULING [SC’18] Zria g

NON-TECHNICAL

ACtU8| ML app |S d =t eras Spark SQL

: . ! i
' ! machine provisioned: : 1 i
'
1 — ' 1 !
i T4 TO Task replication H e | FI
. . ! AWSOr-iOW ar
' H 5 task managed |
[} : H ! by broker E !
2 1
1 task to be ' !
' R7 Elastic decision making " 5
' (auto-scaling) feplstad T10 Task preemption ! ! T3 Per task .
1 '
'
i ask 1o be scalec- bt i H -

orFIowI Spark I

Bosrs HDFS I

Rest Is systems,
HW+SW,
including HPC Resource

Managers

Kubernetes

Adapted from:
Operating

Services Zookeeper

Sakr, Bonifati, Voigt, Iosup, et

Infrastructure
al. (2021) The Future Is Bi Compute & Neuromorp

Storage CPU GPU | TPU X Containers

h Physical
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HOW TO DO RM&S ACROSS THE ECOSYSTEM?

IT’S OPERATIONS! REFERENCE VIEW ON OPERATIONAL TECHNIQUES

P Allocation N

Migration

/ Consolidation Offloading \
Elastic scaling
! \

! Provisioning “
I 1
| 1
\ ll

\ Replication o Partitioning "

A\ Load Balancing

e Stijn Meijerink, Erwin van Eyk, Alexandru losup
Caching (2021) Multivocal Survey of Operational
Techniques for Serverless Computing.

White Paper.
VU e -- P




HOW TO REPORT PERFORMANCE?

Serverless

THE COMPLEXITY CHALLENGE = REFERENCE VIEW ON OPERATIONAL METRICS

Metrics to be measured
by provider® or laaS customer(©) Metrics measurable for end-user®

Metrics for
Operational risk(©), ... Managerial Total cost of ownership®), ...
Decisions

Aggregate metrics(©),

. . . iolati (E)
e.g., unit-free scores, Policy Metrics SHORHL el ratg? !
speedup ratios, ... Helileslizagiss o
Performance isolation®), s
elasticity & scalability(©) Cloud Infrastructure Performance variability(®),
) ’ Metrics resource availability®), ...
energy efficiency®, ...
Resource utilization Throughput rates(®),
averages(P), latency™), Traditional Performance Metrics end-to-end response
congestion times®), ... times®) | ...

N. Herbst, E. Van Eyk, C. L. Abad, A. losup, et al. (2018) Quantifying Cloud Performance and

Dependability: Taxonomy, Metric Design, and Emerging Challenges. TOMPECS 3(4):
19:1-19:36

L)
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REPRODUCIBLE WORKFLOWS

cwlVersion: v1.0
class: CommandLineTool

Data
sovereignty

Federated
Data Processing

Data |¥1sli[S
Lake [MEVELGE

Model
Sharing

doc: Spoa is a partial order aligment..

1. Community Maintained

inputs: : g
Yy / File Format Identifier
type: File

format: edam:format 1929
doc: FASTA file containing a set of sequences

2. Software Container

requirements:

InlineJavascriptRequirement: {} N—"
hints: .m
DockerRequirement:

dockerPull: "quay.io/biocontainers/spoa:3.4.0--hc9558a2 0"
ResourceRequirement:

ramMin: $(15 * 1024)

High-Level Languages
(Query, Domain-Specific, etc.)

outdirMin: $(Math.ceil(inputs.readsFA.size/(1024*1024%1024) + 20)) D Local execution on Linux, macOS, and MS Windows
via the CWL reference implementation (cwltool) and
baseCommand: spoa 3. Dynamic Resource Docker/uDocker/Singularity/podmany...
arguments: [ $(inputs.readsFA), -G, -g, '-6' ] Requ"ements
stdout: $(inputs.readsFA.nameroot).g6.gfa v -
HICONAGr 52 e spectrmse engine
outputs: e @ ,===. ~ ”
spoaGFA; B T H S o Bl Apache
Siner Lt </> v slurm (‘) PBS Works as&g MESOS
format: edam:format 3976 v uxrkioad meneger ‘0’
doc: result in Graphical Fragment Assembly (GFA) format Authors of CWL
tool and workflow
$namespaces: descriptions

kubernetes ‘2 Google Cloud
3 openstack. +/gmum|EC2 /A Azur

edam: http://edamontology.org

e
: Backends supported by various F/OSS CWL
Crusoe et al. (2022) Methods e gpf\;iatmg o
Included: Standardizing EIVICES
. Infrastructure : :
Computational Reuse and 0 Compute & Neuromorph Physical Virtual
Portability with the Common Storage CPU GPU  TPU X Containers



https://doi.org/10.1145/3486897
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Detalled,
practical
approaches i

6 (our practical approaches are
often instruments and datasets)



First distributed &
heterogeneous
graph analytics
system

N (we often try unusual ideas,
be the first philosophy)



Early Graph-Processing Systems:
Either Distributed or Heterogeneous

Distributed CPU-based systems cannot use additional computational power of accelerators
Oracle Labs Z5 " "t e o
PGX Foass oceenfan <L gHGraphA™
ARN

GPU-enabled systems are (mostly) single-machine systems, cannot handle large-scale graphs

JIj

?tt e h
3 ¥ medusa-gpu mapgrap
N,;s';;L ob TAEeVAT Medusa: Simplified Graph Processing on GPUs Massively Parallel Graph processing on GPUs
Gunrock R
TOTEM High-performance Graph Primitives on GPU

Y. Guo, A. L. Varbanescu, D. Epema, and A. Iosup, “Design and Experimental Evaluation of Distributed
Heterogeneous Graph-Processing Systems,” Submission to CCGrid, 2016.

53



Our approach: 3 Families of Distributed and Heterogeneous
(CPU+GPU) Graph-Processing Systems

DP systems ;

PD systems : C systems

o <Partition> <Partition>

e
CcPU
A

Distributed-then-P Parallel-then-Distr (Combined

arallel (DP)
Systems

ibuted (PD) Par.-and-Distribut
Systems ed (C) Systems

Y. Guo, A. L. Varbanescu, D. Epema, and A. Iosup, “Design and Experimental Evaluation of Distributed
Heterogeneous Graph-Processing Systems,” Submission to CCGrid, 2016.
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Promising Results for Distributed and
Heterogeneous Graph-Processing Systems

107

=5
o
(@)

n time [ms]
o
(€}

RN
o
N

Much faster 1 00

Medusa 1
MapGraph [E]
= TOTEM [ -
Giraph [

PageRank, 4
afhigesy” N

Datasets

Distributed and Heterogeneous
Distributed only

Heterogeneous only

Missing bar == = system failure

C-PG system scales

Much larger

Y. Guo, A. L. Varbanescu, D. Epema, and A. Iosup, “Design and Experimental Evaluation of Distributed
Heterogeneous Graph-Processing Systems,” Submission to CCGrid, 2016.




First elastic graph
analytics system

N\ (we often try unusual ideas,
be the first philosophy)



Modern Metrics: Elasticity

= Degree to which a system adapts to workload changes by
provisioning and de-provisioning resources autonomically,
s.t. the supply (the provisioned resources) matches the demand

A B [
B B ! Zone type A:
A | . .
. N s D> S ~ Underprovisioning
: A NN o |
2 B 0 | Zone type B:
7 — I .. .
| A :""""l b D < S ~ Overprovisioning
Py ] O |
r-d — Demand !
S === SUpply |,
B
Time T

Auto-scaling = system tries to provision exactly as many
resources as the user workload demands .

VU#X:‘IJVE EEEEEEEE . Ilyushkin, A. Ali-Eldin, N. Herbst, A. Bauer, A. V. Papadopoulos, D. H. J. Epema, A. Iosup (2018) An Experimental Performance
o Evaluation of Autoscalers for Complex Workflows. TOMPECS 3(2).
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JoyGraph EGAP vs. State-of-Art

10ms 100ms 18 30s2m 15m1h

Giraph
EGAP
GraphX
P'Graph
G'Mat(S)
G'Mat(D)
OpenG
PGX(S)
PGX(D)

IODNENENE

A. Uta et al., Elasticity in Graph
Analytics? CLUSTER 2018 2022 Alexandru losup. All rights reserved.




JoyGraph EGAP vs. State-of-Art

R4(S)
10ms 100ms 1s 30s2m 15m1h 10ms 100ms 1s 30s2m 15m1h
: : ;' g P ' ‘ -' ! ' |mm  Giraph
> | P ~ |m EGAP
bf } ; |- GraphX
i | F ~ |m P'Graph
I I : T : | G'Mat(S)

EGAP performs on-par with JVM-based platforms
(Giraph, GraphX), but is much more efficient!

Modern systems increasingly follow this hybrid approach

A. Uta et al., Elasticity in Graph
Analytics? CLUSTER 2018 2022 Alexandru losup. All rights reserved.




First serverless
analytics system

Serverless computing =
Extreme automation + fine- grained, utilization-based billing

N\ (we often try unusual ideas,
be the first philosophy)



SERVERLESS: DECOMPOSING CLOUD APPLICATIONS

Serverless

VERY EASY TO USE, VERY EFFICIENT OPERATION

Cloud users:
reduce operational logic

Logic related to QoS of the . | Logic directly related to users,
.. Business Logic :
application, system aspects business aspects

Cloud providers: Motivators

improve resource utilization 47% Save Costs
. . 34% Built-in scalabilit
Operational Logic ° 4
34% No operations

Eﬂlsmann et Al. ((2020) Scrvericss npplications: WRY, o




GRAPHLESS = SERVERLESS GRAPH PROCESSING
Apache Giraph Graphless

Provision and configure servers Run graph analysis

Install and configure JVM Serverless
You System
Install and configure Hadoop Extreme
automation +
Install and configure Giraph fine- grained,
utilization-base
VUQf Run graph analysis d biIIing

Bl

Lucian
Toader

[Toader et

P | I 1017

-
Ll


https://atlarge-research.com/pdfs/graphless-ispdc2019.pdf
https://atlarge-research.com/pdfs/graphless-ispdc2019.pdf

GRAPHLESS = SERVERLESS GRAPH PROCESSING | .}m

Lucian

SERVERLESS ARCHITECTURE, API, SCHEDULER Toader

.

(\——/] B Send messages% [ Get messages % [ Get vertices %

Database
(S3) BFS
e "

Graphless is a ke -

proof-of-concept

Loader Function l
CDLP

Memory-as-a-Service
Get/Set vertex values

Send messages Load active vertex ids
and superstep metadata

Static Orchestrator

Modern systems will likely follow this hybrid approach

osup. All rights reserve
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https://atlarge-research.com/pdfs/graphless-ispdc2019.pdf
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(all our knowledge and capabillity
7 In one project)



Computational Continuum
DC — Endpoint-edge-cloud

Vision: Massivizing computer systems approaches enable holistic

APPROACH: WITH BROAD PARTICIPATION,

UNIFY CURRENT COMPUTING MODELS,
FORM A COMPUTATIONAL CONTINUUM

understanding and management in the computational continuum v
i Cloud Data
\ y N Endpoint Edge Node Center
Endpoints / Edge Cloud P1 —E€) Sm— D)
Data . Application Application
D <‘ o ’ Preprocessing
................. (6 ) (1 :q,a :q@ ﬁ@
? o A Application Back-end Back-end
@ o\ I?a o [2) /:(Ps) —p r:(es) > r:(cs)
R R
EEEEEL — —
*e, ° cmm— Sysyt d
..... ® / — &Q e :q@ :q@
..... ((( ,)) — Manager Operating Operating
.... 0 Services Services
Ifka"":' —6 —6 —
@ \ / Infrastructure Infrastructure Infrastructure
w - e \N— /)

Mobile Crowdsourcing

Multi-access edge computing / edge computing / fog computing

Mobile cloud computlng Mobile cloud computing

Jansen et al. (2022) The SPEC-RG Reference Architecture
| for the Edge Continuum. CoRR abs/2207.04159 |

Increasing resource constraints |

)
)

| Increasing scale, bandwidth and communication latency to endpoints

< Owned by users><

Trivedi, Wang, Bal, losup (2021) Sharing and

Owned by service providers

66
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https://doi.org/10.48550/arXiv.2207.04159
https://doi.org/10.48550/arXiv.2207.04159

ONE PROJECT TO MENTION...

GraphMassiziver

Big Graph Processing: Used in Al/ML,

FinTech, Sci/Pharma, Industry 4.0,
Energy Mgmt.*, etc.

A 4

Unstructured
data

OO0

Semi-
structured
data

Structured
~—-data__

Prodan et al (2022) The GraphMassivizer project:
Towards Extreme and Sustainable Graph Processing

for Urgent Societal Challenges in Europe. IEEE Cloud

Summit.

’

Graph operational layer

/Graph-lnceptoﬁ

Abstraction N
and creation

Graph-Scrutinizer

~

e N N
rx —-
‘o> LAl
v’
On-demand interactive Enriched Data Full scale
\__graph definition  / \ _ sematics augmentation analytics /
Graph processing layer
/ Graph-Optimizer \ /~ Graph-Greenifier\ /”Graph-FaaSivizer

Graph workload
prediction and

Sustainability

optimisation

Serverless

\ 4

graph
processing

0%

Hardware and software

performance models,
\ microbenchmarks, data models /

Sustainability metrics,

i @ 1l

simulation and integration
\_ with EU energy grid data p

~
&>

Serverless functions (Lambda,

OpenWisk) provisioning
mapping A

Extreme
scale graphs

A

R

Enriched
(I%

>

I
S B oy 3 ™y

Data Center and HPC Resources

© 2022 Alexandru losup. All rights reserved.
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ONE APPLICATION TO MENTION...

Data Centre Digital Twin for
Sustainable Exascale Comput

in

EXAV\ON  Graph massivizer

______________________

-----NoSQL_ _____ } 5 HPC architecturgd,

| wen~ 1 Kairosdb 1#492 Q \
: v | :canandm \

Compute
Node

HPC Cluster

air/water

Goal: Design massive datacenter graph-baseds models capturing spatiotemporal dependencies
between computation, nodes, and cooling equipment. Conduct analytics to predict, e.g., the

impact of the spatial power distribution on cooling efficiency and cost. 68

© 2022 Alexandru losup. All rights reserved.



TAKE-HOME MESSAGE

About our team
Golden Age
...but

This talk

A new science

High-level
approaches

Detailed
approaches

Massivizing [ computer ecosystems with good functional
and non-functional properties, for all

The graph processing ecosystem is vast, challenging:
many apps, many platforms, may goals. We lead many
(first) approaches related to performance, RM&S.

Many modern, open challenges: resource management
and scheduling, telemetry, analysis, simulation,
experimentation, etc. GraphMassivizer to help.




MASSIVIZING COMPUTER SYSTEMS

ST O cll hitps://atlarge-research.com/publications.html

1. losup et al. Massivizing Computer Systems. ICDCS 2018 « start here

2. Andreadis et al. A Reference Architecture for Datacenter Scheduling, SC18

3. Van Eyk et al. Serverless is More: From PaaS to Present Cloud Computing,
IEEE IC Sep/Oct 2018

4. Uta et al. Exploring HPC and Big Data Convergence: A Graph Processing
Study on Intel Knights Landing, IEEE Cluster 2018

11.  Herbst et al. Ready for rain? TOMPECS 2018.

12.  Guo et al. Streaming Graph-partitioning. JPDC’18.

13. losup et al. The OpenDC Vision. ISPDC’17.

14. losup et al. Self-Aware Computing Systems book.

15.  losup et al. LDBC Graphalytics. PVLDB 2016.
Etc.



http://atlarge.science/people.html

MASSIVIZING COMPUTER SYSTEMS

STV cll Nitps://atlarge-research.com/publications.html

1. Crusoe, losup, et al. (2022) Methods Included: CWL. CACM

2. Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM

3. Andreadis et al. (2021) Capelin: Data-Driven Capacity Procurement for Cloud
Datacenters using Portfolios of Scenarios. TPDS, under review.

4. Versluis et al. The Workflow Trace Archive: Open-Access Data From Public and
Private Computing Infrastructures. TPDS 2020.

8. Abad, losup, et al. An Analysis of Distributed
Systems Syllabi With a Focus on
Performance-Related Topics. WEPPE 2021.

https://arxiv.org/abs/2103.01858
Etc.
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https://arxiv.org/abs/2103.01858
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MASSIVIZING COMPUTER SYSTEMS

ST Ocll hitps://atlarge-research.com/publications.html

1. losup et al. The AtLarge Vision on the Design of Distributed Systems and Ecosystems. ICDCS
2019 < Start here

2. Uta et al. Is big data performance reproducible in modern cloud networks? NSDI 2020

3. Van Eyk et al. The SPEC-RG Reference Architecture for FaaS: From Microservices and
Containers to Serverless Platforms, IEEE IC 2019

4. Papadopoulos et al. Methodological Principles for Reproducible Performance Evaluation in
Cloud Computing. TSE 2019 and (journal-first) ICSE 2020

+ lyushkin et al. Performance-Feedback Autoscaling

with Budget Constraints for Cloud-based
Workloads of Workflows. Under submission

Etc.
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MASSIVIZING COMPUTER SYSTEMS

A LARGER VISION OF HOW COMPUTING WILL HELP OUR SOCIETY

Ecosystems of
Data and App Markets

Development Platforms

Runtime Engines

Digitalization

Resource Management

Simplicity and Maintainability

Operating and Foundational
Services

Energy Efficiency & Sustainability

Responsibility, Trust, and Security
agration with EU tech platforms and societal goals

Compute, Memory, Storage, &
A.losu p@VU .nl Network Infrastructure

http://atlarge.science CRRPERITIETY Societal challenges in the NL [RE




