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MASSIVIZING SERVERLESS COMPUTING:
THE SCIENCE, DESIGN, AND ENGINEERING OF SERVERLESS ECOSYSTEMS
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WHO AM |?
PROF. DR. IR. ALEXANDRU IOSUP

« Education, my courses:
> Honours Programme, Computer Org. (BSc)
> Distributed Systems, Cloud Computing (MSc)

- Research, 15 years in DistribSys:
> Massivizing Computer Systems

- About me:
> Worked in 7 countries, NL since 2004
> | like to help... | train people in need
> VU University Research Chair + Group Chair
> NL ICT Researcher of the Year
> NL Higher-Education Teacher of the Year
> NL Young Royal Academy of Arts & Sciences
> Knighted in 2020

VU
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Alumni
o '

This is us, now.

They have completed a long-term project in our team.

W
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Professor
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Chris LeMaire Shenjun Ma Ahmed Musaafir Wing Lung Ngai Leon Overweel Sigi Shen
Team Graphalytics M.Sc. student, TU Researcher, Vrije Researcher, Vrije Core Team OpenDC Massivizing online

Animesh Trivedi Otto Visser Caroline Waij : e s .
! Shanny Anoep Athanasios Sietse Au Johannes Marcin Biczak Mihai Capota
Chiet Advisor Project Manager
Chalr st Fill Team VL-e Antoniou M.Sc. student, TU Bertens Researcher in graph- Tech Lead
Delft processing team Graphalytics
Professor, Vrije — Team AtLarge M.Sc. student, TU 9 vt
Universiteit Delft
Z ‘Andreadis 8.5c. student, Vrije B.5c. student, Vrie — = Bogdan Ghit Yong Guo Stijn Heldens Alexey llyushkin Adele Lu Jia Elvan Kula
Project Lead AtLarge Universiteit Unlversiteit Universiteit Ph.D. student, TU Graph processing Researcher, TU Delft Ph.D. student, TU Social gaming Honors Track
Website Amsterdam Amsterdam Amsterdam I Delft Delft
..
Visitor/P.-doc
.

Ph.D. student, Vrije Hoevelaken B.Sc. student, Vrije

WE ARE HIRING
A NEW ASST. PROF.!

@
=

I h - D - St u d e n t Jie Shen Ruben Verboon Maria Anemona Nezih Yigitbasi Ernst van der Jerom van der

Performance Honors Track Voinea Tech Lead Hoeven Sar
modeling M.Sc. student, TU GrenchMark and M.Sc. student, TU Team OpenCraft
Delft CMeter Delft

Research Visitors and Interns
They have completed a short-term stay with our team.

@@

Mugursl lonut Meatthijs Bijman Alexandru Costan Kefeng Deng Yunhua Deng Kevin Denneman
Andreica Core Team OpendDC Research visitor Research visitor Research visitor B.5c. student, Vrije
Research vsitor Universieit

WE ARE A FRIENDLY, DIVERSE GROUP, OF DIFFERENT RACES AND

Early Scientist

ETHNICITIES, GENDERS AND SEXUAL PREFERENCES, AND VIEWS OF
CULTURE, POLITICS, AND RELIGION. YOU ARE WELCOME TO JOIN! 5




MASSIVIZING COMPUTER SYSTEMS: OUR MISSION

http://atlarge.science/about.html
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1. Improve the lives of millions
through impactful research.
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2. Educate the new generation 3. Make innovation available to
of top-quality, socially society and industry.
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THIS IS THE GOLDEN AGE OF MASSIVE COMPUTER ECOSYSTEMS
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(9090 N RPRocnnncihla Tnvyoarnoat +A Tnrcrronco Triicd 3n +hoe Diaogd+a1 WAarlA ANSM TOnlainal


https://arxiv.org/abs/1802.05465
https://doi.org/10.1007/s10922-020-09564-7

THE ECONOMIC IMPACT OF MASSIVE COMPUTER ECOSYSTEMS

ECONOMY AND SOCIETY f
ARE BUILT ON DIGITAL

€460 MLD |3.3 MLN ‘I

DIGITAL VALUE | JOBS CREATED

56%

JOBGROWTH _ _ _

DIVERSE SERVICES FOR ALL

EVERY €1 — €15 ADDED VALUE

Impacting >60% of
the NL GDP (1 trillion EUR/y)

e S —
—

2019-2024 — - - — - _ _

e  S— | —

- -—

3 & ' | . Attracting >20% of all foreign
y Ay direct investments in NL

Sources: losup et al., Massivizing Computer Systems, ICDCS
2018 [Online] / Dutch Data Center Association, 2020 [Online] /

a0 Growth: NL Gov't, Flexera, Binx 2020. Gartner 2019. |A 2017.



https://arxiv.org/abs/1802.05465
https://www.dutchdatacenters.nl/en/data-centers/what-is-the-economic-impact-of-data-centers/

BUT WE CANNOT
= TAKE THIS
" TECHNOLOGY
FOR GRANTED

2 (So, this is why | am giving this talk)




Failed to get game data ' Pokémon Trainer Club
from the server.

OFFLINE

Retry for 15 minutes

55.56% 66.67%

over the past hour over the past hour




PHENOMENON: PERFORMANCE IN CLOUD SERVICES

eSS

UNCOVERING THE PRESENCE OF PERFORMANCE |SSUES EVEN LEADING TO CRASHES
=il < : '

’Polygon
Source: http://bit.ly/EveOnline21Crash

! Players in Eve Online broke
a world record — and then

the game itself

Developers said theyre not ‘able to predict the
server performance in these kinds of situations’

By Charlie Hall | @Charlie_L_Hall | Jan 5, 2021, 2:54pm EST

Source Razorien/CCP Gg ¥

e


http://bit.ly/EveOnline21Crash

PHENOMENON: CLOUD DATACENTER SUSTAINABILITY

UNCOVERING THE USE OF ENERGY AND WATER, THE IMPACT ON CLIMATE

>

, Water consumption of
Power consumption of

q ) datacenters
. f ;i\tacer;teris in the US:
>1% of global e ectr|C|ty _ P >625Bn. 1/y (0,1%)
SO)éce Nature, 2018[ nI|ne| | ';13";'-_ ;, \"d | Source Energy Technologles Area 2016 [Online]

Power consumption of datacenters A e
in the Netherlands: R T
1—-3% of national electricity S5

Other greenhouse emissions:

Largely unknown

tource: NRC, 2019 [Online] y Source: Nature Climate Change, 2020 [Online]

Source: NASA Earth Observatory


https://www.nature.com/articles/d41586-018-06610-y
https://www.nrc.nl/nieuws/2019/05/14/datacenters-verbruiken-drie-keer-zoveel-stroom-als-de-ns-a3960091
https://eta.lbl.gov/publications/united-states-data-center-energy
https://doi.org/10.1038/S41558-020-0837-6

THIS TALK,
. INANUTSHELL

"7 Serverless =

1.Extreme automation

2.Fine-grained reporting /
utilization-based billing




Serverless can only be

= achieved through

"I complex, smart
computer ecosystems

(operational simplicity Is
3 for the user)




A TYPICAL ECOSYSTEM: SERVICE, DATACENTER, SCHEDULER

o | | Vorkload 100s of services
ox W BN ... an ecosystem

. [
Creators Dlgltal 5 - -
Services esource Manager

and Scheduler
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Performance, Dependability, Sustlnablllty




ECOSYSTEM = SERVICES + COMPUTING + SMARTS + GOALS

2y Workload 100s of services
W Bl ... an ecosystem
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Extreme Automation, Performance, Dependablllty, Sustalnablllty



50+ PLATFORMS ... EMERGENT FEATURES

THE COMPLEXITY CHALLENGE = REFERENCE ARCHITECTURE OF FAAS PLATFORMS

Workflow Composition Layer

Concerns
Workflow Re is’:N 1 Workflow En invev2 Workflow e Workflow we
e 9 Scheduler Execution Store
<

/Function Management Layer

J
A
F1 F2 F3 F4 F5 " F6
Function Registry | | Function Builder | [Function Deployer| | Function Instance | | Function Router unction
Autoscaler
b J
N

Resource Orchestration Layer

R1 Resource R2 Resource R3 R4
[ Naming Service [ Manager [ Scheduler [ Node Agent
@

Operational
y Concerns
z [van Eyk et al. (2019) Serverless is More: From PaaS to Present Cloud
VUx!sD Computing, IEEE Internet Computing] [Online] 18



https://atlarge-research.com/pdfs/serverless-history-now-future18ieeeic.pdf

SERVERLESS Al/ML/DL OPERATIONS 35
NS O [ . x:

High-Level Languages o ] f
IOSU P ET AL. 202 1 5 Development ((Iluery, Domain-Specific, etc.) Keras Spark SQL 6
\ © B Platforms —
(Front-End Data/NN structure / o
Services) Models model./ format. /. meta TensorFlow | Spark
Engines =
Actual ML appis a Kl (S IR ] verceron | soorc |
' Services)

I oart D T
Storage ops
very small part!

Resource
3 ) Mi?'lagers Kubernetes Mesos YARN
Adapted 1ro
B Operatin
4 Sé)rvicesg Zookeeper Kafka
Sakr, Bonifati, Voigt, Iosup, et : T
‘ nrrastruccure - .
al. (2021) The Future Is Big 1 Compute & Neuromorph Eyeical Vil

Storage CPU GPU | TPUv4 VMs Containers



https://arxiv.org/abs/2012.06171
https://arxiv.org/abs/2012.06171

SERVERLESS ... WHAT COULD BE THE BENEFITS?

TOO COSTLY TO CONDUCT REAL-WORLD EXPERIMENTS, SO WE BUILT A SIMULATOR

Fabian Mastenbroek
» Short-term resource management

* Long-term capacity planning

» Sophisticated model

#2> .« Support for many kinds of workloads and
OpenDC resources
simulator

* Validated for various scenarios
O « Work with major NL hoster

» Used in training

Learn more:;

and more...

opendc.org © 2022 Alexandru losup. All rights reserved. 20


https://atlarge-research.com/pdfs/ccgrid21-opendc-paper.pdf
https://opendc.org/
https://github.com/atlarge-research/opendc

Serverless should be

= concerned with modern

" non-functional
properties, observed
continuously, addressed

4 short- and long-term




HOW TO ACHIEVE FINE-GRAINED BILLING AND
UTILIZATION-BASED BILLING?

Serverless

THE COMPLEXITY CHALLENGE = REFERENCE VIEW ON OPERATIONAL METRICS

Metrics to be measured
by provider® or laaS customer(©) Metrics measurable for end-user®

Metrics for
Operational risk(©), ... Managerial Total cost of ownership®), ...
Decisions

Aggregate metrics(©),

e.g., unit-free scores, Policy Metrics
speedup ratios, ...

SLO Violation rates(®,
service costs®), ...

Performance isolation(?,

elasticity & scalability©) Cloud Infrastructure Performance variability(®),
e ’ Metrics resource availability®), ...

energy efficiency®, ...

Resource utilization Throughput rates(®),

averages(P), latency™), Traditional Performance Metrics end-to-end response

congestion times®), ... times® , ...

N. Herbst, E. Van Eyk, C. L. Abad, A. losup, et al. (2018) Quantifying Cloud Performance and
Dependability: Taxonomy, Metric Design, and Emerging Challenges. TOMPECS 3(4):
19:1-19:36 22

L)

VU



HOW TO AUTOMATE X ACROSS THE ECOSYSTEM?  A4g

IT’S OPERATIONS! REFERENCE VIEW ON OPERATIONAL TECHNIQUES

Allocation

Migration

Consolidation Offloading
Elastic scaling

Provisioning

Replication i Partitioning
Load Balancing

e Stijn Meijerink, Erwin van Eyk, Alexandru losup
Caching (2021) Multivocal Survey of Operational
Techniques for Serverless Computing. White

VU ‘%f _______ Paper. B




SERVERLESS STREAMING WORKFLOWS

AN

ErWin Van Ey

DESIGN AND ENGINEERING: SERVERLESS ARCHITECTURE, API, SCHEDULER

One of the first

serverless workflow
management engine,

part of Fission.io

(': c1)

operational infrastructure.
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resource
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] scheduler
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ﬂ runtime environment
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) NATS Streaming

in-memory

............................

workflows

Fission

internal



https://techcrunch.com/2017/10/03/platform9s-fission-workflows-makes-it-easier-to-write-complex-serverless-applications/
https://github.com/fission/fission-workflows/blob/master/Docs/architecture.md

SERVERLESS STREAMING WORKFLOWS

Erwin van Ey

DESIGN AND ENGINEERING: SERVERLESS ARCHITECTURE, API, SCHEDULER

Fission Workflows
delivers good
performance, which
also lowers cost

B Function execution cost
. WorkflowOrchestration cost
B Self-management cost

Google

Azure

AWS
Fission I<—><_>< >
00 02 04 06 08 10 12 14

Cost per Chronos run (USD) ) 25



APPROACH: IMPROVE FUNDAMENTAL UNDERSTANDING...

Do Operators Tell the Truth and Nothing But the
Truth”? Characterization of User Reports

= Top stories

Facebook, Inc. Common Stock

326,23 uso

-21.58 (-6.20%) ¥ past 5 days

Closed: 4 Oct, 19:59 GMT-4 -Disclaimer
b= After hours 327,50 +1,27 (0,39%)

Max. Norm. Failures/Hour

4c

Apple (max=133) |

Github (702) "+ Skype (523) || FBMsgr(1,679) | Gmail (502) |

Whatsapp (3,935) |

L

3
.
0
.

L), |

Snapchat (3,445) |

Netflix (1,038) Facebook (2,946) | YouTube (5,876) |

Instagram (13,384) |

Twitter (6,560) |

]

-

Mg

FB/Insta/WA
Ehe New Hork Times 0 crash!
Facebook, Instagram, i »
WhatsApp Were Down:
Here's What to Know
330
13 hours ago 320 —
1 Oct 4 (50(

Source: NYTimes, Google market tracker, Oct 5, 2021

D
.50 -
.25 -

N

Snapchat (3,445) |[  Netflix (1,038) ||

Vi k
.50 -
.25 1

Max Normalized Failures/H

MoTuWeTh FrSaSu MoTuWeTh Fr SaSu
Day of Week

| | | k.
Apple (max=133) |[ Github (702) |‘ | |n|||
] eTh FrSasu

MoTuWeTh FrSaSu

26

’Talluri, Overweel, Versluis, Trivedi, losup (2021) Empirical Characterization of User Reports about Cloud Failures. ACSOS



https://atlarge-research.com/pdfs/2021-stalluri-user-reports.pdf

SAMPLE VIEW OF THE DATA

Dataset
wee HYPIXEL21 I Games, Minecraft

L
()
& RBR .« = YOUTUBE20
we GCPUSER20
0.25 - .« = GCP20

e GOOG19
= = =« LANLOS5

101 103 105 107
Interarrival time [s] 27



SAMPLE VIEW OF THE DATA

DO OPERATOR REPORTS SAY THIS?

Dataset
—HYPIXEL21 | Games

w i

a |

2 9291 § R, - = = YOUTUBE20
5 .+ Games more __ GCPUSER20
; 7 reliable than

0.25 - i .+* « Youtube !? = = GCP20
i .
Lo 2L | === GOOG19
AR 1 4 i
0 - ;-“ i i -I--LANLOS
101 103 105 107

Interarrival time [s] 28



SAMPLE VIEW OF THE DATA

DO OPERATOR REPORTS SAY THIS?

Google cloud more
reliable than games.
Phew, this was close!

Dataset

—HYPIXEL21 | Games

e i
g 0:50- - - - YOUTUBE20
e GCPUSER20
0.25 - « w nGCP20
JR, —— GOOG19
0_-"" - = « LANLOS5
100 10° 105 107

Interarrival time [s]

29



Serverless should be
=~ aligned with funding and
ZF community concerns

O



ALIGNED WITH COMMUNITY CONCERNS...

The Manifesto on
Computer Systems and Networking Research
Clear vision for the field in the NL, 2021-2035

Holistic, System-Wide Qualities

Ecosystems of
Data and App Markets

Signed

50+ Pls / Leads

[/ universities

5 relevant societal stakeholders

Development Platforms

M geability
Rﬁsponsibility
bil
Usability

Comput MmyS rage, &
NtwkIf re

Available
Full version (40+ pages) https://arxiv.org/pdf/2206. 03259

Who's Who in CompSysNL? https://bit. Iy/CompSysNLWhosWho

© 2021 Alexandru losup. All rights reserved. 31


https://bit.ly/CompSysNLWhosWho

ALIGNED WITH FUNDING OPPORTUNITIES...

Big Graph Processing: Used in Al/ML, Sci/Pharma,
Learning/Edu, Energy Mgmt., etc.

Vision: Massivizing computer systems approaches are key to enable big graph ecosystems

contributed articles

bor10.1145/3434842 Desktop App Notebook

" | Ensuring the of big graph pr
s | for the next decade and beyond

N C T 0 . [ v svearesac, anoeLs sowear, ' High-Level Languages
j HANNES VOIGT, AND ALEXANDRU I0SUP Development (Query. Domain-Specific, etc.) Spark SQL

; ;I'hBe_ Fli;tureh -
Is Big Graphs:
A Community Graph- Massivizer

- View on Graph

Syetems EU Horizon project
(starting 2023)

R Katka Zookeeper

i \ b‘ ik
Nl |
N8
N o
L ) .
ore,
S | N " pre a.
7 H Serwces
h wol 3
Ty roble: :
yonetor g ° Infrastructure Physical

N

The Future Is Bl

Manazmg IT Professmn%umwer

An Internet: 6f1’ hlngs Servuoe Roadmap

Whose,Smartpho IsIt?
Q&A With ACM Computing Prize Winner David Silver.

CACM Cover/Featured article, Sep 2021
32

‘Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM.


https://arxiv.org/abs/2012.06171

TAKE-HOME MESSAGE

Serverless = Extreme automation + fine-grained
reporting + utilization-based billing

The serverless ecosystem: many apps, many
platforms, may goals, many approaches

Many modern, open challenges: scheduling,
telemetry, recovery, privacy/GDPR, etc.




MASSIVIZING COMPUTER SYSTEMS

O cll hitps://atlarge-research.com/publications.html

1. losup et al. Massivizing Computer Systems. ICDCS 2018 « start here

2. Andreadis et al. A Reference Architecture for Datacenter Scheduling, SC18

3. Van Eyk et al. Serverless is More: From PaaS to Present Cloud Computing,
IEEE IC Sep/Oct 2018

4. Uta et al. Exploring HPC and Big Data Convergence: A Graph Processing
Study on Intel Knights Landing, IEEE Cluster 2018

11.  Herbst et al. Ready for rain? TOMPECS 2018.

12.  Guo et al. Streaming Graph-partitioning. JPDC’18.

13. losup et al. The OpenDC Vision. ISPDC’17.

14. losup et al. Self-Aware Computing Systems book.

15.  losup et al. LDBC Graphalytics. PVLDB 2016.
Etc.



http://atlarge.science/people.html

MASSIVIZING COMPUTER SYSTEMS

ST Ocll hitps://atlarge-research.com/publications.html

1. losup et al. The AtLarge Vision on the Design of Distributed Systems and Ecosystems. ICDCS
2019 < Start here

2. Uta et al. Is big data performance reproducible in modern cloud networks? NSDI 2020

3. Van Eyk et al. The SPEC-RG Reference Architecture for FaaS: From Microservices and
Containers to Serverless Platforms, IEEE IC 2019

4. Papadopoulos et al. Methodological Principles for Reproducible Performance Evaluation in
Cloud Computing. TSE 2019 and (journal-first) ICSE 2020

+ lyushkin et al. Performance-Feedback Autoscaling

with Budget Constraints for Cloud-based
Workloads of Workflows. Under submission

Etc.



http://atlarge.science/people.html

MASSIVIZING COMPUTER SYSTEMS

ST cll Nitps://atlarge-research.com/publications.html

1. Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM

2. Andreadis et al. (2021) Capelin: Data-Driven Capacity Procurement for Cloud
Datacenters using Portfolios of Scenarios. TPDS, under review.

3. Versluis et al. The Workflow Trace Archive: Open-Access Data From Public and
Private Computing Infrastructures. TPDS 2020.

4. Eismann et al. Serverless Applications: Why, When, and How? IEEE Softw.
38(1): 32-39 (2021)

8. Abad, losup, et al. An Analysis of Distributed
Systems Syllabi With a Focus on
Performance-Related Topics. WEPPE 2021.
https://arxiv.org/abs/2103.01858

Etc.

.



https://arxiv.org/abs/2011.15028
https://arxiv.org/abs/2103.01858
http://atlarge.science/people.html
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THIS IS THE GOLDEN AGE OF MASSIVE COMPUTING ECOSYSTEMS

Do you recognize this App?

\®

Here Is how It operates...




A TYPICAL ECOSYSTEM: SERVICE, DATACENTER, SCHEDULER

o | | Vorkload 100s of services
ox W BN ... an ecosystem

. [
Creators Dlgltal 5 - -
Services esource Manager

and Scheduler

lajusoele(
iii (-oueu/-04o1w/-||N})

.._
o

- i . Source:
' Google

Performance, Dependability, Sustlnablllty




DISTRIBUTED ECOSYSTEMS, OUR DEFINITION

v

1. Set of 2+ constituents, often heterogeneous

2. Each constituent is a system or an ecosystem (recursively)
3. Constituents are autonomous, cooperative or in competition
4. Ecosystem structure and organization ensure responsibility

1. Completing functions and providing services
2. Providing desirable non-functional properties
3. Fulfill agreements with both operators and clients, clients in the loop

5. Long and short-term dynamics occur in the ecosystem

VRIJE
V U #ﬁ oNeERSITET IORNUNSUNE. AN ENG: COmMPUTCE SYSTCMS, ICDCS 41



https://arxiv.org/abs/1802.05465

MASSIVIZING COMPUTER SYSTEMS

A LARGER VISION OF HOW COMPUTING WILL HELP OUR SOCIETY

Ecosystems of
Data and App Markets

Development Platforms

Runtime Engines

Digitalization

Resource Management

Simplicity and Maintainability

Operating and Foundational
Services

Energy Efficiency & Sustainability

Responsibility, Trust, and Security
agration with EU tech platforms and societal goals

Compute, Memory, Storage, &
A.losu p@VU .nl Network Infrastructure

http://atlarge.science CRRPERITIETY Societal challenges in the NL %




