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systems, with societal impact!
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MASSIVIZING COMPUTER SYSTEMS: OUR MISSION
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THIS IS THE GOLDEN AGE OF MASSIVE COMPUTER ECOSYSTEMS
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THIS IS THE GOLDEN AGE OF MASSIVE COMPUTER ECOSYSTEMS
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LOTS OF GAMES, LOTS OF CULTURE, LOTS OF REVENUE

N N I 1' +

65% /% 46 42%

Puzzle Arcade & Other Skill & Chance Actlon Shooter
(eg., Tetris, (eg., Pac-Man, (e.g., Solitaire, (e.g., Legend of Zelda, (e.g., Call of Duty,

Candy Crush Saga) Super Mario Party, Just Dance) Bingo) Uncharted) Halo)

N 09 &

41% 40% 38% 30% 28%

Racing & Vehicle Fighting Sports

RPG & Narrative Strategy
(e.g., The Witcher, (e, XCOM, Simulation (e.g., Street Fighter, (e.g., Madden NFL,
Skyrim) Clash Royale) (e.g., Forza, Super Smash Bros.) NBA 2K)
Microsoft Flight Simulator)

2022 Essential Facts About the Video Game Industry. Source: The Entertainment Software Association.

41%

Simulation
(e.g., The Sims,
Animal Crossing)

2020
9



LOTS OF GAMERS, LOTS OF CULTURE, LOTS OF REVENUE

e s AVERAGE TIME SPENT PLAYING
GAMES EACH WEEK: 13 HOURS

+10.1% YoY
(UP 7% FROM 12 HOURS PER WEEK IN 2021)

48% The average video game
identify as female p]ayer IS

o2% 33 years old

identify as malet

+4.0% YoY

2021 Total

3.0Bn
+5.3%

YoY

Latin America

289M

3208y 33280 v

+6.2% YoY LQ rom, 29580 ' c g

North America : 8 o sasmy 24980 . .9 ~

212M o .- E ™

+0.7% YoY — % o) E
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2021 Global Players. Source: Newzoo © OQ. =
2022 Essential Facts About the Video Game Industry. N Q o5 206 20 o8 200 2020 20m 2022 2025 2008

Source: The Entertainment Software Association.
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GAMES ARE INCREASINGLY MORE SOCIAL, BUILD COMMUNITIES

2013 Game Masters museum exhibition. Personal collection.

2022 Essential Facts About the Video Game Industry.
Source: The Entertainment Software Association.

83%

of players say games
introduce people to new
friendships and relationships
(up from 78%)

61%

of players agree video games
have helped them stay
connected to friends/family
(up from 53%)

12%

of players see benefits
of games for existing
relationships

46%

of players have met a good

friend, spouse, or significant

other through video games
(up from 42%)

59 %

of players say video games
have helped them develop
deeper relationships
with others

89

of players see benefits of
games for new relationships

61%

of players have met people
through video games they
otherwise would not have met
(up from 54%)

18%

of players agree video
games promote social
interaction

67%

of parents agree video
games helped their child
connect with friends and 11
family during the pandemic



BUT WE CANNOT
= TAKE THIS
~ TECHNOLOGY
FOR GRANTED

2 (So, this is why | am giving this talk)




Failed to get game data y Pokémon GO Pokémon Trainer Club

from the server. i ~
OFFLINE UNSTABLE
for 15 minutes for 2 minutes } |

Pokémon GO Uptime Pokémon Trainer Club Uptime

55.56% 66.67% N
over the past hour over the past hour N

96.29% 96.66%
over the past day over the past day
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PHENOMENON: PERFORMANCE DROPS IN GAMES

=—————

UNCOVERING THE PRESENCE OF PERFORMANCE ISSUES, EVEN LEADING TO CRASHES
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Source: http://bit.ly/EveOnline21Crash

s
! Players in Eve Online broke
a world record — and then

the game itself
Developers said they’re not ‘able to predict the
server performance in these kinds of situations’

By Charlie Hall | @Charlie_L_Hall | Jan 5, 2021, 2:54pm EST e . _‘
A | . ' Source: Razorien/CCP Gal
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http://bit.ly/EveOnline21Crash

PHENOMENON: GAME SERVICE SUSTAINABILITY

UNCOVERING THE USE OF ENERGY AND WATER, THE IMPACT ON CLIMATE

, Water consumption of
Power consumption of

q ) datacenters
> 170 OT g10Dal € ECt”Clty - 3 >625Bn I/ (0 1%)
SO)(rce NEW ) 2018 IOnI|n ] f{; ":;‘f"i g “" | Source Energy Technologles Area, 2016 [Online]

Power consumption of datacenters e
in the Netherlands: R TR
1—-3% of national electricity 58

Other greenhouse emissions:

Largely unknown

tource: NRC, 2019 [Online] . Source: Nature Climate Change, 2020 [Online]

Source: NASA Earth Observatory


https://www.nature.com/articles/d41586-018-06610-y
https://www.nrc.nl/nieuws/2019/05/14/datacenters-verbruiken-drie-keer-zoveel-stroom-als-de-ns-a3960091
https://eta.lbl.gov/publications/united-states-data-center-energy
https://doi.org/10.1038/S41558-020-0837-6

PHENOMENON: CHEATING, OTHER TOXICITY IN GAMES

UNCOVERING THE PRESENCE OF TOXICITY AND FINDING WAYS TO ERADICATE IT

GAMING \ ENTERTAINMENT \ TECH \ Source: The Verge.

Destiny 2 cheat creators come to a $13.5 million
settlement with Bungie

A traveler-sized sum

By Alice Newcome-Beill | Jun 17, 2022, 3:09pm EDT

f N (7 sHARe

Say hello
to seamless

payments.

—\
aee


https://www.theverge.com/2022/6/17/23172558/destiny-2-bungie-cheat-settlement

THIS TALK, IN ANUTSHELL:

Massivizing Online Games =
. Rich challenge of computer
A systems, with societal impact!

Online Gaming used to be art,
IS now also massive computing

Online Gaming used to be

networking, is now all computing

Online Gaming used to be game
worlds, is now all kinds of apps




A new science, of

PR COmputer ecosystems

(operational simplicity
3 for the user)



AKE A HOLIS
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Source: HPC\X/ire .



THIS IS THE MODERN SCIENCE OF COMPUTER ECOSYSTEMS

IN A NUTSHELL

ﬁ SCIENTISTS, }:ENGINEERS,:_/' DESIGNERS,; MANAGERS, ETC.

WHAT? UNDERSTAND AND CONTROL DISTRIBUTED ECOSYSTEMS, TO
MAIN GOAL TURN THEM INTO EFFICIENT, AUTOMATED UTILITIES

HOW? ECOSYSTEM OPERATION AND CHARACTERISTICS DERIVE
CENTRAL PARADIGM  NON-TRIVIALLY FROM ITS SYSTEMS AND USERS (RECURSIVELY)

WHICH APPROACH? MODERN DISTRIBUTED SYSTEMS AND PROBLEM-SOLVING

losup et al., Massivizing Computer Systems, ICDCS 2018. [Online]



https://arxiv.org/abs/1802.05465

(ONLINE) GAMES OF MASSIVE COMPUTING ECOSYSTEMS

Do you recognize this App?

\@®

Here Is how it operates...




A TYPICAL ECOSYSTEM: SERVICE, DATACENTER, SCHEDULER

o’ | | Vorkload 100s of services

Creators Digital

L e
: Resource Manager
Services 9

and Scheduler

IFLIY

NETFLIN
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N

Performance, Dependability, Sustalnablllty




LET'S

> UNDERSTAND
HOW THINGS

4 WORK!

S04E01 S04E02 SO4E03 SO4E04 SO4EQ5 SO5E01 SO5EQ02 SO5EQ03 SO5E04 SO5EQ5 S06 S07 S08




Message: 44

¢S, Observe, measure

ecosystem
operation
(mostly dynamics)



DISCOVERY = LARGE-SCALE, LONG-TERM STUDY

W

UNCOVERING THE MYSTERIES OF OUR PHYSICAL UNIVERSE

GEORGE SMOOT Y SKA FUNDING: 500+ FTE, EUR 1.5B
NOBEL PRIZE 2006 :

S - &Jie
G & gl PR S
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Radio Microwave Infrared V|S|ble Ultraviolet X-Ray Gamma Ray



https://www.youtube.com/watch?v=PWTqh7rbKlU
https://www.skatelescope.org/wp-content/uploads/2011/03/SKA_Factsheet_July2012_web_r.pdf
https://science.nrao.edu/science/Decadal%20Survey/rfi/SKA.pdf

DISCOVERY = LARGE-SCALE, LONG-TERM STUDY

UNCOVERING THE MYSTERIES OF OUR UNIVERSE, PHYSICAL AND DIGITAL

- . ' e, . ’ -

i .| B
«‘l:?,- f-__a %_.E.,__—-_-,-—'nl-.- ﬂlg"ﬁ!&:-'

Radio Microwave Infrared V|S|ble Ultraviolet X-Ray Gamma Ray

Cloud, Grid, One aspect. Sci.&Eng. | Consumer | Enterprise  Systems, Performance,
Edge Fog etc. BigData, P2P Apps+Sys. . YS. Ecosystems  Availability,

[Versluis et al. TPDS'21]




OUR VISION: THE DISTRIBUTED SYSTEMS MEMEX

Bush (1945) As we may think. The Atlantic, Jul 1945.

UNCOVERING THE MYSTERIES OF OUR UNIVERSE, PHYSICAL AND DIGITAL

Find and eradicate performance issues [ Quantitative evidence
Enable new designs and automation | Cultural and ethical concerns

Understand how entire ecosystems behave and evolve

Cloud, Grid, One aspect. Sci.&Eng. | Consumer | Enterprise  Systems, Performance,

- Sys. Ecosystems  Availability,
BoTs, Bls
Workflo 6 — |E

oL =

[Shen et a|_ .
"CGRID'15] 'CGRID'14] CGRID'10] =



http://arxiv.org/pdf/1906.07471
https://www.theatlantic.com/magazine/archive/1945/07/as-we-may-think/303881/

Message: 43

&, Synthesize the

ecosystem
reference
architecture



MEANINGFUL DISCOVERY

BUT ... IS THERE A SYSTEMATIC WAY TO APPROACH THESE PHENOMENA?

- The Human Genome Project: FUNDING: > 3B USD

> Physical map covering >90% human genome
> Sequence data made available open-access

750 - Big Science:
) > Took >10 years to complete
> Led by US, work by 20 groups in CN, DE, FR, JP, UK, US

B i 10 - Big impact:
o8 L W > Decrease cost of sequencing
R e o b > Facilitate biomedical research

29,


http://blogs.nature.com/naturejobs/2015/10/08/big-data-the-impact-of-the-human-genome-project/
https://www.nature.com/articles/35057062

ONLINE GAMING ECOSYSTEMS, HIGH-LEVEL VIEW

THE COMPLEXITY CHALLENGE = IOSUP ET AL. MASSIVIZING ONLINE GAMES

4 emergent behavior

Social Meta-Gaming Platform

Procedural
Content
Generation

Virtual Gaming
Analytics



https://atlarge-research.com/pdfs/2014-iosup-massivizing.pdf

HOW TO MANAGE SYSTEM COMPLEXITY?

THE COMPLEXITY CHALLENGE ~ IOSUP ET AL. REFERENCE ARCHITECTURE FOR DCS, 2016

Application Tools

100% Dev

7
High Level Languages ‘ 2-5

(Domain-Specific Languages)

Focus on DevOps +
Applications,
5 Core Layers:

BEVEITeT i Programming

(Front-End) Models

5. Development :
Runtime

(Front'end) Engines
(Back-end)

4. Runtime Engines Memory &
(Back-end) Storage
3. Resources

2. Operations
Services

Operations
Services

- Physical Architecture/Hierarchy:
o Infrastructure PhyS|ca| DC, Room/Container, Pod/Partition, Cluster, Rac!

1. Infrastructure

VU¥
"DCS' 181




Al/ML/DL OPERATIONS FOR GAME SERVICES

ISSUES: COMPLEXITY,
NON-TECHNICAL

IOSUP ET AL. 2021

Gaming
Analytics
2

Adapted from:

Sakr, Bonifati, Voigt, Iosup, et
al. (2021) The Future Is Bi

Graphs! CACM.

Data & App Model Data . Federated Data
Market Sharing (€< E'CPrivate Data Processing sovereignty

|
Portals Desktop App I Notebook l_Ci—I

Keras Spark SQL

High-Level Languages
DIV el (=lal88  (Query, Domain-Specific, etc.)

Platforms —
(Front-End Data/NN structure / an -S ’
Services) el model / format / meta 1 €nsOrFlow par

Engines .
Services)
Memory &
ops||_ropsrs | _wors ]

Resource

Managers Kubernetes Mesos YARN

Operating

carvices Zookeeper Kafka

Infrastructure
Compute & Neuromorp

Storage CPU GPU | TPUV4 Containers

h Physical Virtual



https://arxiv.org/abs/2012.06171

THE SUPER-DISTRIBUTION PRINCIPLE

THE COMPLEXITY CHALLENGE = RECURSIVE ECOSYSTEMS, 2018

‘scheduler
transfer
{“ Incoming Jobs J»"M”m»l J2 Create list of eligible
jobs
|

Georgios o
Andreadis e | i

jobs left

Development
(Front-End)

Runtime

Engines

R3 Filter machines based

machines fulfling fistof authorized ; "
hachines f i o 8o lstof machines i th sytem asingee job ( Back-end )
R4 Filter machines based R2 Filter based on J5 Job setup
' on dynamic information authorization @
machine noods

machines fulfiling
dynarnic demands

R5 Select and allocate
resource(s)

selected machine

T4 Submit task T9 Task replication

to be provisioned

asingle job |

2

0

<G> Memory &

Storage

R6 Provisioning new

machines / VMs / containers|
/host servers for FaaS

replicated lask-

'
job
—— T1 Create list of eligible upgraded
transfer /| tasks.
'

alistof tasks

machine provisioned:

T2 Sort tasks on criterion no eligible
tasks left

Network

task managed
task submitied by broka: a sorted lst of tasks
P ———— task fo b
lastic decision making licated
(auto-scaling) | T5 Task setup D= T10 Task preemption T3 Per task
1
S - ontmson otk
¥
1
T12 Task i T6 Monitor lask M3 Point of selecting the
sk migration onior 2 on task falure—>| T Task recovery LAM o M1 T iaiigerment Resources
t\asdpb 1o be migrated task cmln \elzﬂL oniod 5 @ .
igr o Pl upgrado’ list of scheduler nodes distributed / task managed directly
Kclevel

‘ T8 Task cleanup

” tasks left
L,
T7 Task completion |_m s * ;

|
alltasks of job completed
L3

‘ J7 Job cleanup |<—{ J6 Job completion jobs left #

M4 Filter scheduler nodes
based on dynamic info

12 Scheduler Hierarchy

list of scheduler nodes
v

and observational

Oper=tiion

C arvi

in quoue’

‘ M5 Select scheduler node

[Andreadis et al.
SC'181




- Message: 4

&) Experiment with the
ecosystem, real-

world + simulation




EXPERIMENTAL METHODS OF DISCOVERY

UNIQUE OPPORTUNITY: WE DRINK OUR OWN CHAMPAGNE (/N VIVO)!

Georgloks Fabian "acheendra

Andreadis Mastebroel toar

L amazon
webservices™

X \L/ael;;funé We also use clouds
MN/SARA f Astron/U. Lelde =

-Ealatazeeinte‘i??r;,;@ Dataténtgrs - S OpenDC

_,_-

Datacen‘ter \ And simulators (in silico)
Alexey llyushkin :



.. CAN WE AFFORD X? WHAT IFY? A vs. B ... vs. Z?

TOO COSTLY TO CONDUCT REAL-WORLD EXPERIMENTS, SO WE BUILT A SIMULATOR

Fabian Mastenbroek
* Short-term resource management X

4 I
* Long-term capacity planning f__a |
» Sophisticated model

#>> « Support for many kinds of workloads and
OpenDC resources
simulator

 Validated for various scenarios
O * Work with major NL hoster

* Used in training

Learn more;

and more...

opendc.org © 2022 Alexandru losup. All rights reserved. 36


https://atlarge-research.com/pdfs/ccgrid21-opendc-paper.pdf
https://opendc.org/

Yardstick

A Benchmark for Minecraft-like Services

Jerom van der Sar
Jesse Donkervliet
Alexandru losup

%
TUDelft

Contact: opencraft@atlarge- e
research.com VU ;% UNIVERSITEIT

AMSTERDAM
\\\\\\\\\\ flarnaA



mailto:opencraft@atlarge-research.com
http://www.atlarge-research.com/opencraft

Minecraft only scales to hundreds of players

frequency (Hz)

N N
o1 o

—
o

&)

0

= 125 players =
lag (bad experience)

server implementation
® (glowstone
A spigot
® vanilla

25 50 75 100 125 150 175 200 225 250 275 300
number of players

38



- LET'S DESIGN
" & BUILD IN
DISTRIBUTED
5 ECOSYSTEMS!




- Message: 5 ;

3, Scaling ~ creative
palette of
techniques, design
and use wisely




5a SCALING IN AND OUT THE VIRTUAL WORLD OF A GAME

Goal: Build an efficient platform for massive scalability

1. Close to players

2. No upfront costs, no maintenance,

pay for what is actually used

3. Compute platforms: multi-cores,
GPUs, clusters, all-in-one!

4. Auto-scaling mechanisms and

policies

Performance guarantees

Hybrid deployment model

/. Geo-distributed scheduling

VU g

o O

Done

Open challenge

8. Code for various compute
platforms—platform profiling

9. Load prediction miscalculation
costs real money

10. What are the services?
11.Vendor lock-in?

12. My data
% sales rce @
Windows Azure @ C;f:’pQQ gle

41



HOW TO SCALE GAMES ACROSS THE ECOSYSTEM? 5 1A

IT’S SCALING TECHNIQUES! REFERENCE VIEW ON OPERATIONAL TECHNIQUES
Selective ‘.

Parallelization :
Selective

Selective Consistency

State
Updates

42



Selective Consistency

@Large Research % e




CHALLENGE: CONSISTENCY IN HIGH-STAKES APPS )

Tick: 1
Server Client

Slides by Jesse Donkervliet }




CHALLENGE: CONSISTENCY IN HIGH-STAKES APPS /

Tick: 2
Server Client

Server receives update

Yoo—— Slides by Jesse Donkervliet




CHALLENGE: CONSISTENCY IN HIGH-STAKES APPS )

Tick: 3
Server Client

-

Update sent to client

Consistency every step!

Slides by Jesse Donkervliet }




C D

Dyconits: Scaling Minecraft-like
Services through Dynamically
Managed Inconsistency

Jesse Donkervliet, Jim Cuijpers, Alexandru losup

£ Y @jdonkervliet
"\, @2 https://atlarge-research.com/opencraft/

Slides by Jesse Donkervliet



mailto:j.j.r.donkervliet@vu.nl
https://atlarge-research.com/opencraft/

DyCOnit POIiCieS "~ Here be algorithms! O

Use Feedback to | O 1\
v T - © o] l!lll@ """"" © o] [®1o00} i D
' D : i 56,78
& R & 7
________________________________________________________________________ S R R A N X< N R N R
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@Large Research

VRIJE

Massivizing Computer Systems S|IdeS by Jesse Donkervliet VU o~ X;IS\'IFEET{SI;;ED:IT




Dyconit Policies Improve Scalability

200 300
number of

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

(a) No Dyconits (b) Area Of Interest policy (b) Interest Set policy

@Large Research

Slides after Jesse Donkervliet

Massivizing Computer Systems




HOW TO AUTOMATE OPS ACROSS THE ECOSYSTEM 5 1B

IT’S OPERATIONS! REFERENCE VIEW ON OPERATIONAL TECHNIQUES

Allocation

Provisioning

Consolidation Offloading
Elastic scaling

Provisioning Ofﬂ Oad | n g

Replication = Partitioning
Load Balancing

Stijn Meijerink, Erwin van Eyk, Alexandru losup
(2021) Multivocal Survey of Operational
Techniques for Serverless Computing. White
Paper.

Caching




Provisioning (B)

@Large Research @?’ VRIE




World of Warcraft, a Traditional HPC User?! -

_7

W
WAR ﬁ?fB.A"L

W
SUZARD

10 data centers 7 -~
* 13,250 server blades, s R QV‘Q’—Q?\\
75,000+ cores &p v, unie Shaten, (= %o \\
 1.3PB storage . -~ e v R

» 68 sysadmins (1/1,000 cores) N 7\ iR

http://www.datacenterknowledge.com/archives/2009/11/25/wows-back-end-10-data-centers-75000-cores/



http://www.datacenterknowledge.com/archives/2009/11/25/wows-back-end-10-data-centers-75000-cores/

. Cloud-based hosting model Inter-operable
« Using data centers for dynamic resource allocation Scalability

Qi:' assive Joawe T B A,
T W - £ = e photon
F =< PubNub

UNREAL

ENGINE

- Main advantages: Autonomous
1. Significantly lower over-provisioning
Z 2. Efficient coverage of the world is possible Reusable
VU o [Source: Nae, losup, and Prodan, ACM SC 2008] 61




P Resource Provisioning and Allocation
Static vs. Dynamic Provisioning
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[Source: Nae, losup, and Prodan, ACM SC 2008]



Message: 5.,
; Analytics ~ Only

" beginning to scratch
the surface




2 GAMING ANALYTICS: SOCIAL EVERYTHING!

« Social Network=undirected graph, relationship=edge
« Community=sub-graph, density of edges between its

VU

nodes higher than density of edges outside sub-graph

Goal: Improve gaming experience
1.

2
3.
4.
5

Ranking / Rating

Matchmaking / Recommendations
Detect and combat toxicity
Exporting data 4
Play Style/Tutoring facebook

\ Done

N

Open challenge o8




TOXICITY DETECTION IN ONLINE GAI\/IES

AII / Toxic remarks are a

small part of all remarks, but
65% of matches have

1—5 toxic remarks!

! l“l

bad praise nonlatin laughter smiley commandtimemark symbol slang stop

» Data collection and cleansing

percentage

 Representative MOBA game
« DotAlicious ~13k games, Feb 2012 ol I ] (
0.00 I

» |dentified ~10k games w/ victory/loss

o AnalySiS 0 13‘5: winners e
4.0 1 losers
 Used chat logs, both ally-chat and all-chat .30 m I.Li M
, o . -g 3.0 iy L
» Natural Language Processing [ limited topics % 22 PIayers become toxic early, and
* Analyzed vocabulary using toxicity-detection rules ~§ I toxicity is correlated to possibility of

10 losing — can detect earl

0.5

Maertens, Shen, losup, Kuipers. Toxicity detection in multiplayer online 0.0 Online games should include more _
games. NETGAMES 2015: 1-6 (Best Paper Award) 00 incentives than winning




- Message: 5.5

¢S, Content ~
Computational

power — emerging

creativity, freshness




3 CONTENT, CONTENT, CONTENT!

Goal: Produce and distribute content for 1BN players

1. Game Analytics 1 Game statistics

2. Content distribution/ Streaming content

3. Crowdsourcing o :bfs
4. Storification = L “ ,,9
5. Auto-generated game content | s Sl e :
6. Adaptive game content at scale e B B

/. Make procedural content Source: America’s Army Source v'r"l‘-e-W‘S"r'ﬁ_ap"

3rd partysheat map researcChyleam, -

as appealing as designer content

il 74

Open challenge




(Procedural) Game Content (Ge

neration)

Hendricks, Meijer, vd Velden, losup,

Derived Content
NewsGen, Storification Procedural Content Generation for Games:
A Survey, ACM TOMCCAP, 2012

/ Game Desigr\
ules, Mechanics, ...

Game Scenarios
Puzzle, Quest/Story, ...

Game Systems
Eco, Road Nets, Urban Envs,

Game -Space
Height Maps, Bodies of Water, Placement

Maps,\

Game Bits
Texture, Sound, Vegetation, Buildings,
Behavior, Fire/Water/Stone/Clouds

AN

© 2020 Alexandru losup. All rights reserved.




STRATEGIES FOR CONTENT GENERATION

 Clone
 Budget: $

« Zero recognition from game designers

» Amazing career in sales, does not work on Steam, players are unhappy

* Franchise and 18-/24-month DLC

 Budget: $$9, upfront + $-$$ / update

« Little recognition from game designers

« Works fine for sales, works on Steam, players unhappy
* Frequent updates, fast-pace DLC

 Budget: $, upfront + $ / update

« Breaks industry models: often based on technology, etc.

 Players are happy

76

Source: Sergey Galyonkin, SteamSpy: Some things you should know about Steam, Jun 2015.



https://medium.com/steam-spy/some-things-you-should-know-about-steam-5eaffcf33218

The POGGI Content Generation Framework

IN PUT: Puz%D%ers I‘\\ -
Only the puzzle concept, |

Scalability

Players
[Smmt, | s Smart system to
and the instance Puzzle Algorithms ‘\‘ Players Data recommend instances
generation and SOIVing Generate Solve : Activity Ability to players
. Instance Instance I‘ Record (computed)
algorithms, are produced | T Development,
at development time Workfiow| "™ ey Linsances
Execution

N
y

Computing Platform

OO O

Grids Clouds Resource Pools

S Puzzle Instances Data

Instances; 8 8 8

Elastic system to
generate instances
R oifiaty Fresress | ON-demand, reliably,

efficiently, and with
performance

A. losup, POGGI: Puzzle-Based Online Games on Grid Infrastructures, EuroPar 2009 (Best
Paper Award)

gtarantees—

77



Puzzle-Specific Considerations

G ting P! Customized Content Scalability
eneraling rlayer-cvustomize onten (Of content)
Puzzle difficulty o Target:[[] Pins: XJAJEI[CIDIE]
» Solution size O]
. .
« Solution alternatives 3
- (5]
» Variation of moves 5 n
 Skill moves
Player ablllty xigégs?tsﬁiﬁing EIF‘:E:Z;D
» Keep population statistics and generate @
enough content for most likely cases BDEBVE:J%:RB%E‘BB:%“SB%%%EBESW
« Match player ability with puzzle difficulty e

(Best solution: 21 moves)

» Take into account puzzle freshness
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4 META-GAMING: BEYOND THE DESIGNED INTERACTION

Meta-gaming="When you play a number of games, not as ends unto
themselves but as parts of a larger game, you are participating in a
metagame.” (Dr. Richard Garfield)

Goal: Self-Organizing Gaming Communities of Millions of Players

1. Recording player behavior K M a‘;‘ PLAYSTATION.
Understanding player behavior XBOX LVE ¥ . J) Network

Ranking / Ratin NINTENDO
] ] L/)XF'RE - NETWORK

XLink Kai: Evo VII n

teamxlink.co.uk

2
3
4. Play style analysis Done
5

Exporting data Open challenge

R. Garfield. Metagames. Horsemen of the Apocalypse: Essays on Roleplaying, 2000.
V U s Reproduced as Lost in the Shuffle: Games Within Games, ”

http://www.wizards.com/Magic/magazine/Article.aspx?x=mtg/daily/feature/96




THE CAMEO FRAMEWORK
100,000s of

li MMOG Players daily unique visitors

Continuous MMOG Analytics
MMOG Online Presence

Flayer
Results Dats e
Reporting sl
9 Processing

Game | |Player Data 1,000,000s of
Cloud Infrasfructure

Advertisers

&

Piayer
Data
Acquisition

News || Forum Web/API daily unique data items

1. Address community needs

e Can analyze skill level, experience points, rank
o Can assess community size dynamically

2. Using on-demand technology: Cloud Computing

e Dynamic cloud resource allocation, Elastic IP

3. Data management and storage: Cloud Computing
e Crawl + Store data in the cloud (best performance)

4. Performance, scalability, robustness: Cloud Computing

V A. losup, CAMEQO: Continuous Analytics for Massively Multiplayer Online
V U M° Games on Cloud Resources. ROIA, Euro-Par 2009 Workshops, LNCS

82
6043 (2010)




Analysis of Meta-Gaming Network
Observed XFire: 2008—2011 (3+ years), 500K of 20M players

L 10000 ¢ —— - ] 100
o : e !
21000 \ ek 175
= : CDF —— i —
?_ i PDF (count, not frequency) —— i- L
S 100 : 450 O
- : ' O
= 10 b i q 25

Z - s

AL 0
0 1000 2000 3000 4000 5000 6000 , 7000 8000
Amount of time played in total,m

total over all games [h]

S. Shen, and A. losup, The XFire Online Meta-Gaming Network: Observation and High-Level Analysis,
MMVE 2011




- Message: 6

5 Beyond games:

- Massivizing
computer systems =
NL priority!




https://bit.ly/ManifestoCompSysNL
https://arxiv.org/abs/2206.03259

A LARGER VISION OF HOW COMPUTING WILL HELP OUR SOCIETY

Ecosystems of
Data and App Markets

Development Platforms

Runtime Engines

Digitalization

Resource Management

Simplicity and Maintainability

Operating and Foundational
Services

Responsibility, Trust, and Security
Energy Efficiency & Sustainability
2gration with EU tech platforms and societal g

Compute, Memory, Storage, &
A.losu p@VU Nl Network Infrastructure

http://atlarge.science

CRPRLCINETY Societal challenges in the NL R



TAKE-HOME MESSAGE:

Massivizing Online Games =
. Rich challenge of computer
A systems, with societal impact!

Online Gaming used to be art,
IS now also massive computing

Online Gaming used to be

networking, is now all computing

Online Gaming used to be game Lots to do
worlds, is now all kinds of apps next!




TAKE-HOME MESSAGE:

Massivizing Online Games =
. Rich challenge of computer
i systems, with societal impact!

Understand how things work:
observe, synthesize, experiment

Design and build better systems:
virtual world, analytics, content
generation, and meta-gaming
techniques, individual and all put
together into gaming ecosystem

Lots to do
next!



- WANT TO READ
v » MORE ON THE
~ TOPIC / JOIN
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MASSIVIZING COMPUTER SYSTEMS

IR b el  hitps://atlarge-research.com/publications.html

1.

3.
4
5.
6.

Crusoe et al. (2022) Methods Included: Standardizing Computational Reuse and Portability with the Common Workflow
Language. CACM. (accepted, in print)

Andreadis et al. (2022) Capelin: Data-Driven Capacity Procurement for Cloud Datacenters using Portfolios of
Scenarios. TPDS.

Sakr, Bonifati, Voigt, losup, et al. (2021) The Future Is Big Graphs! CACM.

Eismann et al. (2021) A Review of Serverless Use Cases and their Characteristics. TSE.

Eismann et al. (2021) Serverless Applications: Why, When, and How? IEEE Softw. 38(1): 32-39 (2021)

Mastenbroek et al. (2021) OpenDC 2.0: Convenient Modeling and Simulation of Emerging Technologies in Cloud
Datacenters. CCGRID.

Versluis and losup (2021) A survey of domains in workflow scheduling in computing infrastructures: Community and
keyword analysis, emerqging trends, and taxonomies. FGCS.

12. Uta et al. (2020) Beneath the SURFace: An MRI-like View into the
Life of a 21st-Century Datacenter. login USENIX

13. losup, Hegeman, et al. (2020) The LDBC Graphalytics Benchmark.
CoRR.

14. Abad, losup, et al. An Analysis of Distributed Systems Syllabi With a
Focus on Performance-Related Topics.




MASSIVIZING COMPUTER SYSTEMS

IR b lcll  hitps://atlarge-research.com/publications.html

1.

losup et al. The AtLarge Vision on the Design of Distributed Systems and Ecosystems. ICDCS
2019 « Start here

Uta et al. Is big data performance reproducible in modern cloud networks? NSDI 2020

Van Eyk et al. The SPEC-RG Reference Architecture for FaaS: From Microservices and
Containers to Serverless Platforms, IEEE IC 2019

Papdopoulos et al. Methodological Principles for Reproducible Performance Evaluation in
Cloud Computing. TSE 2019 and (journal-first) ICSE 2020

+ lyushkin et al. Performance-Feedback Autoscaling
with Budget Constraints for Cloud-based
Workloads of Workflows. Under submission

Etc.




MASSIVIZING COMPUTER SYSTEMS

IR b lcll  hitps://atlarge-research.com/publications.html

1. losup et al. Massivizing Computer Systems. ICDCS 2018 « start here

2. Andreadis et al. A Reference Architecture for Datacenter Scheduling, SC18

3. Van Eyk et al. Serverless is More: From PaaS to Present Cloud Computing,
IEEE IC Sep/Oct 2018

4. Uta et al. Exploring HPC and Big Data Convergence: A Graph Processing

Study on Intel Knights Landing, IEEE Cluster 2018

11. Herbst et al. Ready for rain? TOMPECS 2018.

12. Guo et al. Streaming Graph-partitioning. JPDC’18.
13. losup et al. The OpenDC Vision. ISPDC’17.

14. losup et al. Self-Aware Computing Systems book.
15. losup et al. LDBC Graphalytics. PVLDB 2016.
Etc.




MASSIVIZING COMPUTER SYSTEMS

FURTHER READING ON GAMING

1. Jerom van der Sar, Jesse Donkervliet, Alexandru losup. Yardstick. ICPE (2019)

2. M. H. Jiang, Otto W. Visser, I. S. W. B. Prasetya, Alexandru losup: A mirroring architecture for sophisticated mobile
games using computation-offloading. Concurrency and Computation: Practice and Experience 30(17) (2018)

3. Adele Lu Jia et al. (2016) When Game Becomes Life: The Creators and Spectators of Online Game Replays and Live
Streaming. TOMCCAP 12(4): 47:1-24.

4. Marcus Martens, Siqgi Shen, Alexandru losup, Fernando A. Kuipers: Toxicity detection in multiplayer online games.
NETGAMES 2015: 1-6

5. Adele Lu Jia et al. (2015) Socializing by Gaming: Revealing Social Relationships in Multiplayer Online Games. TKDD
10(2): 11:1-29.

6. losup et al. (2014) : Analyzing Implicit Social Networks in Multiplayer Online Games. IEEE Internet Computing 18(3):
36-44 (2014).

10. Shen, Deng, losup, and Epema: Scheduling Jobs in the Cloud Using On-
Demand and Reserved Instances. Euro-Par 2013: 242-254.

11.  Vlad Nae, Alexandru losup, Radu Prodan: Dynamic Resource Provisioning in
Massively Multiplayer Online Games. IEEE Trans. Parallel Distrib. Syst. 22(3):
380-395 (2011)

12. Vlad Nae, Radu Prodan, Alexandru losup, Thomas Fahringer: A new business
model for massively multiplayer online games. ICPE 2011: 271-282
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A TYPICAL ECOSYSTEM: SERVICE, DATACENTER, SCHEDULER

o’ | | Vorkload 100s of services

Creators Digital

L e
: Resource Manaager
Services 9

and Scheduler

IFLIN

NETFLIN

Jajuaoele(
iii (-oueu/-oJoiw/-||ny)

o

Performance, Dependability, Sustalnablllty




50+ PLATFORMS ... EMERGENT FEATURES

THE COMPLEXITY CHALLENGE ~ REFERENCE ARCHITECTURE OF FAAS PLATFORMS

f Workflow Composition Layer p
w1 W2 W3 w4 oncerns
Workflow Registry| | Workflow Engine DAL A
Scheduler Execution Store
\

Function Management Layer

4
)
F1 F2 F3 F4 F5 Ey— F6
Function Registry | | Function Builder | [Function Deployer| | Function Instance | | Function Router unction
Autoscaler
= J
\

Resource Orchestration Layer

R1 Resource R2 Resource R3 R4
[ Naming Service [ Manager [ Senadular [ Node Agent
&

Operational
vy Concerns
[van Eyk et al. (2019) Serverless is More: From PaaS to Present Cloud
VU% Computing, IEEE Internet Computing] [Online] 96



https://atlarge-research.com/pdfs/serverless-history-now-future18ieeeic.pdf

BEYOND THE DATACENTER:
THE COMPUTING CONTINUUM

THE COMPLEXITY CHALLENGE

VU

N

A

b

\

Operating Services

- i ’// -
Endpoint Edge Y Cloud
P1 E1) C1
Data Preprocessing Data Preprocessing Data Preprocessing
(P2 (E2) (c2
Application Back-end Back-end
- P3) [ (E3) ( (c3
Resource Manager Resource Manager
Operating System \ e \ —
Resource Manager ( E4 C4

Operating Services

N

m)

5

Infrastructure

o)
(4]

(P4) (
Infrastructure \ Infrastructure

Mobile Crowdsourcing >

Multi-access Edge Computing / Edge Computing / Fog Computing

Mobile Cloud Computing>

<Mobi|e Cloud Computing

NN

[Jansen et al. (202

2) Ongoing Work

Spec

Serverless

REFERENCE ARCHITECTURE OF FAAS PLATFORMS

97



HOW TO ACHIEVE FINE-GRAINED BILLING AND
UTILIZATION-BASED BILLING?

Serverless

THE COMPLEXITY CHALLENGE =~ REFERENCE VIEW ON OPERATIONAL TECHNIQUES

Metrics to be measured
by provider® or laaS customer(©) Metrics measurable for end-user®

Metrics for
Operational risk©), ... Managerial Total cost of ownership®), ...
Decisions

Aggregate metrics(©),

. : : iolati (E)
e.g., unit-free scores, Policy Metrics sl ettion rat(%s ’
speedup ratios, ... service costs'®, ...
Performance isolation), e
elasticity & scalability© Cloud Infrastructure Performance variability(®),
i ’ Metrics resource availability®), ...
energy efficiency®, ...
Resource utilization Throughput rates(®,
averages(®), latency™), Traditional Performance Metrics end-to-end response
congestion times(®), ... times® | ...

N. HEeropss, E. Van EYK, €. L. Rbad, . IoSup, et al. (2018)
Quansifying Cloud Performance and
DePeCnUuADIIITY: TAXONOMY, Metric Desisn, and 98
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HOW TO AUTOMATE X ACROSS THE ECOSYSTEM? 4R

IT’S OPERATIONS! REFERENCE VIEW ON OPERATIONAL TECHNIQUES

Allocation
Migration

Consolidation Offloading
Elastic scaling

Provisioning

Replication ey~ Partitioning
Load Balancing

" | Stijn Meljerink, Erwin van
.  Byk, Alcxandru iosup (:zo:=xix)
Caching lllllﬁ""eal Slll"'GU ‘E
operational Tecennigues
, : e D QG . LY -
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THE ECONOMIC IMPACT OF MASSIVE COMPUTER ECOSYSTEMS

ECONOMY AND SOCIETY f
ARE BUILT ON DIGITAL

eas0MD |33 MmN I

DIGITAL VALUE | JOBS CREATED f
(o)
56%

JOBGROWTH _ _
20|9 2024 --—-L\

DIVERSE SERVICES FOR ALL

EVERY €1 - €15 ADDED VALUE

Impacting >60% of
the NL GDP (1 trillion EUR/y)

Attracting >20% of all foreign
direct investments in NL

Sources: losup et al., Massivizing Computer Systems, ICDCS
2018 [Online] / Dutch Data Center Association, 2020 [Online] /
Growth: NL Gov't, Flexera, Binx 2020. Gartner 2019. IA 2017. 101



https://arxiv.org/abs/1802.05465
https://www.dutchdatacenters.nl/en/data-centers/what-is-the-economic-impact-of-data-centers/

DISTRIBUTED ECOSYSTEMS, OUR DEFINITION

v

1. Set of 2+ constituents, often heterogeneous

2. Each constituent is a system or an ecosystem (recursively)
3. Constituents are autonomous, cooperative or in competition

4. Ecosystem structure and organization ensure responsibility
1. Completing functions and providing services

2. Providing desirable non-functional properties
3. Fulfill agreements with both operators and clients, clients in the loop

5. Long and short-term dynamics occur in the ecosystem

TOSUuP €t Al LeCture Noses in Dissrivused
VU i, TONENSSUS-SRMNIMILESG Computer Systems,; ICDCS 102
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https://arxiv.org/abs/1802.05465

