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Abstract. Cloud computing is a new paradigm for using ICT services—
only when needed and for as long as needed, and paying only for service
actually consumed. Benchmarking the increasingly many cloud services
is crucial for market growth and perceived fairness, and for service design
and tuning. In this work, we propose a generic architecture for bench-
marking cloud services. Motivated by recent demand for data-intensive
ICT services, and in particular by processing of large graphs, we adapt
the generic architecture to Graphalytics, a benchmark for distributed
and GPU-based graph analytics platforms. Graphalytics focuses on the
dependence of performance on the input dataset, on the analytics algo-
rithm, and on the provisioned infrastructure. The benchmark provides
components for platform configuration, deployment, and monitoring, and
has been tested for a variety of platforms. We also propose a new chal-
lenge for the process of benchmarking data-intensive services, namely
the inclusion of the data-processing algorithm in the system under test;
this increases significantly the relevance of benchmarking results, albeit,
at the cost of increased benchmarking duration.

1 Introduction

Cloud services are an important branch of commercial ICT services. Cloud users
can provision from Infrastructure-as-a-Service (IaaS) clouds “processing, storage,
networks, and other fundamental resources” [43] and from Platform-as-a-Service
(PaaS) clouds “programming languages, libraries, [programmable] services, and
tools supported by the provider” [43]. These services are provisioned on-demand,
that is, when needed, and used for as long as needed and paid only to the
extent to which they are actually used. For the past five years, commercial
cloud services provided by Amazon, Microsoft, Google, etc., have gained an
increasing user base, which includes small and medium businesses [5], scientific
HPC users [16,35], and many others. Convenient and in some cases cheap cloud
services have enabled many new ICT applications. As the market is growing
and diversifying, benchmarking and comparing cloud services, especially from
commercial cloud providers, is becoming increasingly more important. In this
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work, we study the process of benchmarking IaaS and PaaS clouds and, among
the services provided by such clouds for new ICT applications, we focus on graph
analytics, that is, the processing of large amounts of linked data.

Benchmarking is a traditional approach to verify that the performance of
a system meets the requirements. When benchmarking results are published,
for example through mixed consumer-provider organizations such as SPEC and
TPC, the consumers can easily compare products and put pressure on the
providers to use best-practices and perhaps lower costs. For clouds, the new
use for benchmarking results is to convince customers about the performance,
the elasticity, the stability, and the resilience of offered services, and thus to con-
vince customers to rely on cloud services for the operation of their businesses.

Because of its many uses, benchmarking has been the focus of decades of sci-
entific and practical studies. There are many successful efforts on benchmarking
middleware [7,8], on benchmarking databases [24], on the performance evalua-
tion of grid and parallel-system schedulers [12,17,20,31], and on benchmarking
systems in general [4,36].

To benchmark IaaS and PaaS clouds, older benchmarking techniques need
to be adapted and extended. As an example of adaptation, cloud benchmarks
need to adapt traditional techniques to the new cloud-workloads. We conjecture
that the probable characteristics of current and near-future workloads can be
derived from three major trends emerging from the last decade of grid and large-
scale computing. First, individual jobs are now predominantly split into smaller
compute or data-intensive tasks (many tasks [51]); there are almost no tightly
coupled parallel jobs. Second, the duration of individual tasks is diminishing with
every year; few tasks are still running for longer than one hour and a majority
require only a few minutes to complete. Third, compute-intensive jobs are split
either into bags-of-tasks (BoTs) or DAG-based workflows, but data-intensive
jobs may use a variety of programming models, from MapReduce to general
dataflow.

As an example of extension, cloud benchmarks need to extend traditional
techniques to accommodate the new application domains supported by clouds.
Currently, the use of clouds is fragmented across many different application
areas, including hosting applications, media, games, and web sites, E-commerce,
On-Demand Workforce and CRM, high-performance computing, search, and raw
resources for various usage. Each application area has its own (de facto) perfor-
mance standards that have to be met by commercial clouds, and some have even
developed benchmarks (e.g., BioBench [3] for Bioinformatics and RUBiS [57] for
online business). More importantly, many of these applications have rely upon
unique, deep, and distributed software stacks, which pose many unresolved chal-
lenges to traditional benchmarking approaches—even the definition of the system
under test becomes complicated.

We discuss in this article a generic approach to IaaS and PaaS cloud bench-
marking. We propose a generic architecture for IaaS and PaaS cloud benchmark-
ing. We have designed the architecture so that it is already familiar to existing
practitioners, yet provide new, cloud-specific functionality. For example, current
IaaS cloud operators lease resources to their customers, but leave the selection
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of resource types and the selection of the lease/release moments as a customer
task; because such selection can impact significantly the performance of the sys-
tem built to use the leased resources, the generic benchmarking architecture
must include policies for provisioning and allocation of resources. Similarly, the
current platforms may require the configuration of deep stacks of software (mid-
dleware), so the generic benchmarking architecture much include policies for
advanced platform configuration and management.

Although we have designed the architecture to be generic, we have not yet
proven that it can be used to benchmark the vast diversity of existing cloud usage
scenarios. Authors of this article have already used it, in practice, to benchmark
a variety of IaaS cloud usage scenarios [32,59,61]. Motivated by the increasingly
important fraction of application data, in some cases over three-quarters (IHS
and Cisco studies in April 2014) or even higher (IDC Health Insights report in
December 2014), that is already or will soon reside in the cloud, we propose in
this work an application of the generic architecture for data-intensive applica-
tions, in the graph-processing application domain. We focus on graph analytics,
which is a data-intensive process that is increasingly used to provide insight
into social networks, personalized healthcare, natural language processing, and
many other fields of science, engineering, retail, and e-government. As a conse-
quence, several well established graph analytics platforms, such as GraphLab,
Giraph, and GraphX, are competing with many graph analytics platforms that
are currently in operation or under development. Due to the high diversity
of workloads encountered in practice, both in terms of algorithm and of dataset,
and to the influence of these workloads on performance, it is increasingly
difficult for users to identify the graph analytics platform best suited for their
needs. We propose in this work Graphalytics, a benchmarking approach that
focuses on graph analytics and is derived from the generic architecture. Grapha-
lytics focuses on understanding how the performance of graph analytics platforms
depends on the input dataset, on the analytics algorithm, and on the provisioned
infrastructure. It provides components for platform configuration, deployment,
and monitoring. It also manages the benchmarking process, from configuration to
reporting.

Last, starting from the experience we have accumulated designing and using
Graphalytics in practice, we identify an important new challenge for benchmark-
ing in clouds: the need to understand the platform-specific and data-dependent
performance of algorithms used for graph analytics. For clouds, it is currently
not possible for customers to have access to the low-level technical specifications
of the service design, deloyment, and tuning, and thus also not possible to eas-
ily select a particular algorithm to implement and deploy on the provisioned
platform. Instead, either the cloud customers or the cloud operators need to
determine an appropriate algorithm, for example through benchmarking. Thus,
for clouds we see the need to include the algorithm in the system under test.
We show preliminary results that give strong evidence for this need, and discuss
steps towards algorithm-aware benchmarking processes.

This article has evolved from several regular articles [19,25,27], a book
chapter [33], and a series of invited talks given by the authors between
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2012 and 2014, including talks at MTAGS 2012 [34], HotTopiCS 2013 [29],
etc1. This work has also benefited from valuable discussion in the SPEC Research
Group’s Cloud Working Group and Big Data Working Group. The new material
in this article focuses on the application of the general architecture for IaaS cloud
benchmarking to graph analytics, and on a new challenge for benchmarking big
data processes, related to the inclusion of processing-algorithm alternatives in
the evaluation process.

The remainder of this article is structured as follows. In Sect. 2, we present a
primer on benchmarking computer systems. Then, we introduce a generic app-
roach for IaaS cloud benchmarking, in Sect. 3. We apply the generic architecture
to graph analytics, and propose the resulting benchmarking framework Grapha-
lytics, in Sect. 4. We introduce a new challenge for cloud benchmarking, related
to the inclusion of the algorithm in the system under test, in Sect. 5. Last, we
conclude in Sect. 6.

2 A Primer on Benchmarking Computer Systems

We review in this section the main elements of the typical benchmarking process,
which are basically unchanged since the early 1990s. For more detail, we refer to
canonical texts on benchmarking [24] and performance evaluation [36] of com-
puter systems. We also discuss the main reasons for benchmarking.

2.1 Elements of Benchmarking

Inspired by canonical texts [24,36], we review here the main elements of a bench-
marking process. The main requirements of a benchmark—relevance, portability,
scalability, and simplicity—have been discussed extensively in related literature,
for example in [24, Chap. 1].

The System Under Test (SUT) is the system that is being evaluated. A white
box system exposes its full operation, whereas a black box system does not expose
operational details and is evaluated only through its outputs.

The workload is the operational load to which the SUT is subjected. Start-
ing from the empirical observation that “20 % of the code consumes 80 % of the
resources”, simple microbenchmarks (kernel benchmarks [24, Chap. 9]) are simpli-
fied or reduced-size codes designed to stress potential system bottlenecks. Using
the methodology of Saavedra et al. [53] and later refinements such as Sharkawi
et al. [55], the results of microbenchmarks can be combined with application
profiles to provide credible performance predictions for any platform. Synthetic
1 In inverse chronological order: Lecture at the Fifth Workshop on Big Data Bench-

marking (WBDB), Potsdam, Germany, August 2014. Lecture at the Linked Data
Benchmark Council’s Fourth TUC Meeting 2014, Amsterdam, May 2014. Lecture
at Intel, Haifa, Israel, June 2013. Lecture at IBM Research Labs, Haifa, Israel, May
2013. Lecture at IBM T.J. Watson, Yorktown Heights, NY, USA, May 2013. Lecture
at Technion, Haifa, Israel, May 2013. Online lecture for the SPEC Research Group,
2012.
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and even real-world (complex) applications are also used for benchmarking pur-
poses, as a response to system improvements that make microbenchmarks run
fast but do not affect the performance of much larger codes. For distributed
and large-scale systems such as IaaS clouds, simple workloads comprised of a
single application and a (realistic) job arrival process represent better the typi-
cal system load and have been used for benchmarking [30]. Complex workloads,
that is, the combined simple workloads of multiple users, possibly with different
applications and job characteristics, have started to be used in the evaluation of
distributed systems [30,59]; we see an important role for them in benchmarking.

The Benchmarking Process consists of the set of rules, prior knowledge
(invariants), and procedures used to subject the SUT to the benchmark work-
load, and to collect and report the results.

2.2 Why Benchmarking?

Benchmarking computer systems is the process of evaluating their performance
and other non-functional characteristics with the purpose of comparing them
with other systems or with industry-agreed standards. Traditionally, the main
use of benchmarking has been to facilitate the informed procurement of computer
systems through the publication of verifiable results by system vendors and third-
parties. However, benchmarking has grown as a support process for several other
situations, which we review in the following.

Use in System Design, Tuning, and Operation: Benchmarking has been shown to
increase pressure on vendors to design better systems, as has been for example
the experience of the TPC-D benchmark [24, Chap. 3, Sect. IV]. For this bench-
mark, insisting on the use of SQL has driven the wide acceptance of the ANSI
SQL-92; furthermore, the complexity of a majority of the queries has lead to the
stress of various system bottlenecks, and ultimately to numerous improvements
in the design of aggregate functions and support for them. This benchmark
also led to a wide adoption of the geometric mean for aggregating normalized
results [4]. The tuning of the DAS multi-cluster system has benefited from the
benchmarking activity of some of the authors of this chapter, developed in the
mid-2000s [30]; then, our distributed computing benchmarks exposed various
(fixable) problems of the in-operation system.

Use in System Procurement: Benchmarks such as HPCC, the SPEC suites, the
TPC benchmarks, etc. have long been used in system procurement—the sys-
tems tested with these benchmarks can be readily compared, so a procurement
decision can be informed. Benchmarks can be also very useful tools for system
procurement, even when the customer’s workloads are not ideally matched by
the workloads represented in the benchmark, or when the representativeness of
the benchmark for an application domain can be questioned. In such situa-
tion, the customer gains trust in the operation of the system, rather than focus
on the actual results.

Use in Training: One of the important impediments in the adoption of a new
technology is the lack of expertise of potential users. Market shortages of quali-
fied personnel in computer science are a major cause of concern for the European
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Union and the US. Benchmarks, through their open-source nature and represen-
tation of industry-accepted standards, can represent best-practices and thus be
valuable training material.

On Alternatives to Benchmarking: Several alternative methods have been used
for the purposes described earlier in this section, among them empirical perfor-
mance evaluation, simulation, and even mathematical analysis. We view bench-
marking as an empirical evaluation of performance that follows a set of accepted
procedures and best-practices. Thus, the use of empirical performance evaluation
is valuable, but perhaps without the representativeness of a (de facto) standard
benchmark. We see a role for (statistical) simulation [18,21,47] and mathemat-
ical analysis when the behavior of the system is well-understood and for long-
running evaluations that would be impractical otherwise. However, simulating
new technology, such as cloud computing, requires careful (and time-consuming)
validation of assumptions and models.

3 A Generic Architecture for IaaS and PaaS
Cloud Benchmarking

We propose in this section a generic architecture for IaaS and PaaS cloud
benchmarking. Our architecture focuses on conducting benchmarks as sets of
(real-world) experiments that lead to results with high statistical confidence, on
considering and evaluating IaaS clouds as evolving black-box systems, on employ-
ing complex workloads that represent multi-tenancy scenarios, on domain-
specific scenarios, and on a combination of traditional and cloud-specific metrics.

3.1 Overview

Our main design principle is to adapt the proven designs for benchmarking to
IaaS clouds. Thus, we design an architecture starting from our generic archi-
tecture for IaaS cloud benchmarking [29,33,34], which in turn builds on our
GrenchMark framework for grid benchmarking [30,61]. The result, a generic

Fig. 1. Overview of our generic architecture for benchmarking IaaS and Paas clouds.
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architecture for benchmarking IaaS and PaaS clouds, is depicted in Fig. 1.
The main differences between the architecture proposed in this work, and the
generic architecture for IaaS benchmarking we have proposed in our previous
work, is the focus of the current architecture on both IaaS and PaaS cloud ele-
ments. The most important conceptual change occurs for component 10, which
the current architecture is making aware of the service to be provided, and in par-
ticular of the platform configuration and management policies. In Sect. 4, where
we adapt this architecture for graph analytics PaaS, we show more practical
distinctions.

The Benchmarking Process consists of the set of rules, prior knowledge
(invariants), and procedures used to subject the SUT to the benchmark work-
load, and to collect and report the results. In our architecture, the process begins
with the user (e.g., a prospective cloud user) defining the benchmark configu-
ration, that is, the complex workloads that define the user’s preferred scenario
(component 1 in Fig. 1). The scenario may focus on processing as much of the
workload as possible during a fixed test period or on processing a fixed-size
workload as quickly or cheaply as possible. The benchmarking system converts
(component 2) the scenario into a set of workload descriptions, one per (repeated)
execution. The workload may be defined before the benchmarking process, or
change (in particular, increase) during the benchmarking process. To increase
the statistical confidence in obtained results, subjecting the SUT to a workload
may be repeated or the workload may be long-running. The definition of the
workload should avoid common pitfalls that could make the workload unrepre-
sentative [20,36].

After the preparation of the workload, the SUT (component 3 in Fig. 1) is
subjected to the workload through the job and resource management services
provided by the testing system (component 4, which includes components 5–10).
In our benchmarking architecture, the SUT can be comprised of one or several
self-owned infrastructures, and public and private IaaS clouds; the SUT can also
be comprised of self-managed or cloud-provisioned PaaS, which provide services
used by the application developed by the customer. For both IaaS and PaaS
usage scenarios, the SUT provides resources for the execution of the workload;
these resources are grouped into a Virtual Resource Pool. The results produced
during the operation of the system may be used to provide a feedback loop from
the Virtual Resource Pool back into the Workload Generator and Submitter
(component 5); thus, our architecture can implement open and closed feedback
loops [54].

As a last important sequence of process steps, per-experiment results are
combined into higher-level aggregates, first aggregates per workload execution
(component 11 in Fig. 1), then aggregates per benchmark (component 12). The
reporting of metrics should try to avoid the common pitfalls of performance
evaluation; see for example [4,22]. For large-scale distributed systems, it is par-
ticularly important to report not only the basic statistics, but also some of the
outliers, and full distributions or at least the higher percentiles of the distribu-
tion (95-th, 99-th, etc.). We also envision the creation of a general database of
results collected by the entire community and shared freely. The organization
and operation of such a database is within the scope of future work.
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3.2 Distinguishing Design Features

We present in the remainder of this section several of the distinguishing features
of this architecture.

Commercial clouds may not provide (comprehensive) services for manag-
ing the incoming stream of requests (components 5, 6, and 8 in Fig. 1) or the
resources leased from the cloud (components 7 and 8). Our architecture sup-
ports various policies for provisioning and allocation of resources (components 6
and 7, respectively). Our generic cloud-benchmarking architecture also includes
support for evolving black-box systems (components 9, 11, and 12), complex
workloads and multi-tenancy scenarios (components 1, 2, and 5), domain-specific
components (component 10), etc.

Experiments conducted on large-scale infrastructure should be designed to
minimize the time spent effectively using resources. The interplay between com-
ponents 1, 2, and 5 in Fig. 1 can play a non-trivial role in resolving this challenge,
through automatic selection and refinement of complex test workloads that bal-
ance the trade-off between accuracy of results and benchmark cost; the main ele-
ment in a dynamic tuning of this trade-off is the policy present in component 5.
The same interplay enables multi-tenancy benchmarks.

Several of the possible SUTs expose complete or partial operational informa-
tion, acting as white or partially white boxes. Our architecture allows exploiting
this information, and combining results from black-box and white-box testing.
Moreover, the presence of the increasingly higher-level aggregations (components
11 and 12 in Fig. 1) permits both the long-term evaluation of the system, and
the combination of short-term and long-term results. The policy for monitoring
and logging in component 8 allows the user to customize which information is
collected, processed, and stored in the results database, and may result in signif-
icantly lower overhead and, for cloud settings, cost. In this way, our architecture
goes far beyond simple black-box testing.

Supports domain-specific benchmarks is twofold in our architecture. First,
components 5–7 support complex workloads and feedback loops, and policy-
based resource and job management. Second, we include in our architecture a
domain-specific component (component 10) that can be useful in supporting
cloud programming models such as the compute-intensive workflows and bags-
of-tasks, and the data-intensive MapReduce and Pregel. The policy element in
component 10 allows this component to play a dynamic, intelligent role in the
benchmarking process.

4 Graphalytics: A Graph Analytics Benchmark

In this section, we introduce Graphalytics, a benchmark for graph analytics plat-
forms. Graphalytics is derived from the generic architecture, by adapting and
extending several of its key components. Graphalytics includes in the bench-
marking process the input dataset, the analytics algorithm, and the provisioned
infrastructure. It provides components for platform configuration, deployment,
and monitoring, and already provides reference implementations for several
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popular platforms, such as Giraph and Hadoop/YARN. The Graphalytics API
offers a unified execution environment for all platforms, and consistent report-
ing that facilitates comparisons between all possible combinations of platforms,
datasets, and algorithms. The Graphalytics API also permits developers to inte-
grate new graph analytics platforms into the benchmark.

4.1 Design Overview

The design of Graphalytics is based on the generic benchmarking architecture,
and on our previous work on benchmarking graph processing systems [25,27].

The components for benchmark and workload description (components 1 and 2
in Fig. 2, respectively) in the Graphalytics process are derived from our previ-
ous work [27] in benchmarking graph-processing platforms. For the benchmark

Fig. 2. The Graphalytics architecture for benchmarking graph analytics clouds. The
highlighted components indicate the parts of the generic architecture for cloud bench-
marking that Graphalytics adapts and extends.

Table 1. Survey of algorithms used in graph analytics. (Source: [27])

Class Typical algorithms Number Percentage [%]

General statistics Triangulation [60],
Diameter [37], BC [56]

24 16.1

Graph traversal BFS, DFS, Shortest Path
Search

69 46.3

Connected components MIS [9], BiCC [15],
Reachability [11]

20 13.4

Community detection Clustering, Nearest Neighbor
Search

8 5.4

Graph evolution Forest Fire Model [41],
Preferential Attachment
Model [6]

6 4.0

Other Sampling, Partitioning 22 14.8

Total 149 100
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description (component 1), Graphalytics focuses, process-wise, on processing as
many edges or vertices per second, for a variety of input datasets and process-
ing algorithms. The cost of processing, when known, is also of interest for this
benchmarking process.

For the workload description (component 2), Graphalytics focuses on algo-
rithms and input datasets. Graphalytics includes already five classes of algo-
rithms, one for each major class of algorithms covered by research published in
major conferences by the distributed systems and the databases communities, as
indicated by Table 1. More classes of algorithms are currently added to Grapha-
lytics; to keep the number of tested algorithms manageable, we will define more
diverse benchmarking scenarios, such that each scenario can focus on a sub-set
of existing algorithms.

Component 5 focuses on generating and submitting workloads representa-
tive for graph analytics. Graphalytics defines here an archive of commonly used
datasets, such as the group considered in our previous work [25]. The archive can
grow in time during use, as datasets are either imported, or generated and saved
in the database. Currently, Graphalytics includes datasets from the SNAP and
GTA [26] collections, and recommends the use of synthetic datasets generated
with the Graph500 [23] or the LDBC Social Networking Benchmark [39]. We
envision here alternatives to the implementation of this component, especially
exploiting the trade-off between fast submission (reads from the database or
full-scale generation) and cost (of storage, of computation, etc.).

The service-specific component (component 10) ensures the graph analytics
service executes the correct, possibly platform-specific or tuned version of the
algorithm, on the input workload provided by the workload generator and sub-
mitter (component 5). Additionally, each platform can have specific configuration
parameters for the execution of an arbitrary algorithm. Last, the service-specific
component checks that the outcome of the execution fulfills the validity criteria
of the benchmark, such as output correctness, response time limits, etc.

The monitoring and logging component (component 8) records relevant infor-
mation about the SUT during the benchmark. Graphalytics supports monitoring
and logging for various graph analytics platforms, from the distributed Giraph
to the single-node, GPU-based Medusa.

Component 11 enables automated analysis and modeling of benchmarking
results. Upon completion of each benchmarking session, the results are aggre-
gated both in human-readable format for direct presentation to the user, and
in a standard machine-readable format for storage in the results database. The
machine-readable format enables automated analysis of individual platforms,
and comparison of results (via component 12). Graphalytics also exposes an API
to the platform to enable the platform to signal to the system monitor important
events during execution. These events can be superimposed on resource utiliza-
tion graphs in the benchmark report to enable users to identify bottlenecks and
better understand system performance.

Graphalytics includes a centralized repository of benchmark results (compo-
nent 12), which holds data for various platforms and deployments, and enables
comparison of operational data and performance results across many platforms.
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The repository offers a comprehensive overview of performance results from the
graph analytics community.

4.1.1 Benchmarking with Graphalytics in Practice
We present now the practical steps for benchmarking with Graphalytics.

The benchmark reads the configuration files describing the datasets and plat-
forms to be benchmarked. For datasets, the configuration includes the path to
data, the format of the data (e.g., edge-based or vertex-based; directed or undi-
rected; etc.), and parameters to each algorithm (e.g., source vertex for BFS,
maximum number of iterations for CD, etc.). Graphalytics includes a compre-
hensive set of datasets for which configuration files are also provided, requiring
no further user input. To run a benchmark on a platform supported by Graph-
alytics, using a dataset included in Graphalytics, users only need to configure
the details of their platform setup, e.g., set the path of HADOOP HOME for bench-
marking Hadoop MapReduce2.

After reading the configuration, Graphalytics runs the platform-specific
implementation of each algorithm included in the configuration. For each com-
bination of dataset and algorithm, the graph analytics platform under test is
instructed to execute the platform-specific implementation of the algorithm. The
core is also responsible for by uploading the selected dataset to the platform.

The system monitor records relevant information about the graph analytics
platform under test during the benchmark. After the test, the output validator
checks the results to ensure their validity. The report generator gathers for every
dataset and algorithm pair the results from the system monitor and the results
validator. Users can export these results, and share them with the community
through the centralized repository.

Fig. 3. Resource utilization during a Giraph measurement.



120 A. Iosup et al.

The Graphalytics prototype already includes an implementation of extended
monitoring, for the Giraph platform. Figure 3 depicts in its top and middle sub-
plots two platform-specific performance metrics collected during a benchmark
run, messages sent and memory used, respectively. The bottom sub-plot of the
figure depicts the evolution of processing in terms of BSP synchronization super-
steps, which characterize the processing model used in Giraph (and Pregel). The
supersteps are aligned with the performance metrics and enable the user to asso-
ciate the metrics with the evolution of the processing algorithm. For example,
the memory usage varies in accordance with the succession of supersteps.

4.1.2 Extensibility of Graphalytics
The aim of the Graphalytics project is to include as many algorithms and plat-
forms possible. To accommodate this, the design of the Graphalytics is extensible
through simple APIs between components.

Developers can add new graph analytics platforms by providing the following:
(a) an implementation of each algorithm defined by the Graphalytics project;
(b) functions to upload datasets to the platform, and to download results from
the platform; (c) a function to execute a specific algorithm on a specific dataset.
Because datasets are managed by the Graphalytics benchmark, no platform-
specific changes are needed to support a new dataset; conversely, no new dataset
configuration is needed when a new platform is added.

The addition of new algorithms is also supported. Adding a new algorithm
requires change in both datasets and platforms. For each dataset, a new set of
algorithm-specific parameters needs to be added; a default is provided. For each
platform, an implementation of the algorithm must be provided to complete the
benchmark.

4.2 Implementation Details

We have implemented a Graphalytics prototype in Java, using .properties files
for configuration. We include support for MapReduce2 and Giraph, running
on Apache Hadoop 2.4.1 or later. Our Giraph implementation of algorithms
uses the YARN resource manager introduced in Apache Hadoop 2, avoiding
the overhead of the MapReduce framework. We have also experimented, using
earlier prototypes of Graphalytics and a simplified benchmarking process, with
MapReduce/Hadoop 0.20, Stratosphere 0.2, GraphLab 2.1, and Neo4j 1.5.

In Listing 1, we show an example of a graph configuration file (lines starting
with a double back-slash, “\\”, are comments). Most elements are optional, e.g.,
there are no parameters for the connected components algorithm (CONN, lines
19 and 20 in the listing) because none are required.

The benchmarking scenario is graph.ldbc-30, which correspond to experi-
ments focusing on the generation and validation of LDBC data, scale 30. The
generated data is stored as a physical file on the local filesystem where the gener-
ator runs, with the file name specified in line 2 of Listing 1. The directedness and
the format of the generated dataset are specified in lines 5 and 6, respectively.
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The benchmarking scenario runs five algorithms, specified on line 9 of
Listing 1. Except for the algorithm for connected components, all other algo-
rithms require one or several parameters. For example, the BFS graph-traversal
algorithm requires a source–the graph vertex where the traversal starts–, which
is specified on line 12.

4.3 Experimental Results

We have used the Graphalytics prototype for two broad types of platforms,
distributed and GPU-based. Exploring the performance of these platforms is
currently a hot topic, with interesting recent results [25,28,42].

We ran Graphalytics using the MapReduce2 and Giraph implementations of
BFS and CONN on the SNB 1000 dataset. We used, for benchmarking these dis-
tributed graph-analytics platforms, a 10-worker cluster with a separate manage-
ment node for the HDFS name node, YARN resource manager, and ZooKeeper.
The results are presented in Fig. 4. We have reported much more in-depth results
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Fig. 4. Algorithm runtimes obtained with Graphalytics.

for other scenarios, but obtained with much more difficulty in setup and execu-
tion of the benchmarks because of the lack of tool similar to Graphalytics, in
our previous work [25]. We conclude that Graphalytics is a useful benchmark for
distributed platforms.

We tested several popular GPU-based graph analytics platforms using the
LDBC SNB data generator, although the benchmarking code is not yet fully
integrated in Graphalytics. Figure 5 depicts the results for the platforms Medusa
(M in the figure); Totem (T-G for the Totem version using only the GPU as com-
puting resource, and T-H for the Totem version using both the GPU and the
CPU as a hybrid computing resource); and MapGraph (MG). The benchmarking
process runs for three GPU-based systems, with GPUs of three different gen-
erations and internal architectures. When the integration of this benchmarking
process will be complete, Graphalytics will also fully support a variety of graph
analytics platforms using GPUs or heterogeneous hardware.
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Fig. 5. Runtimes of GPU-based platforms executing PageRank on different GPUs and
LDBC SNB dataset scales.
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5 Benchmarking Challenge: Including the Algorithm
in the SUT

Given the extreme scale of the datasets that need to be analyzed, as well as the
increasingly complex analysis that needs to be performed, graph analytics has
become a high-performance computing (HPC) concern. This trend is probably
best proven by the intense activity and fast changes happening in the Graph5002

ranking, as well as in the adoption of graph traversals as important bench-
marks [13] and drivers for irregular algorithms programming paradigms [49].

At the same time, the state-of-the-art in high performance computing is
massive parallel processing, backed up by a large variety of parallel plat-
forms ranging from graphical processing units (GPUs) to multi-core CPUs and
Xeon Phi. Because traditional graph processing algorithms are known for their
parallelism-unfriendly features - data-dependency, irregular processing, bad spa-
tial and temporal locality [1] - a lot of work has focused on developing GPU-
specific [10,38,46,52], multi-core CPU-specific [2], or even vendor-specific [14,50]
algorithms.

All this work proves an important point: most graph analytics applications
can be solved by multiple, different algorithms. These algorithms show very
different performance behavior on different platforms and on different datasets.
Therefore, we argue that not algorithms are the same just because they solve the
same problem! Therefore, the selection of the algorithm, which often dictates a
pre-selection of the data representation and a filtering of the hardware building
blocks, has a huge impact on the observed performance.

To illustrate the importance of the algorithm selection, we present in the
remainder of this section a comprehensive evaluation of a large set of 13 parallel
breadth-first search (BFS) algorithms built and optimized for GPU execution.
A similar study for multi-core CPUs, but not for GPUs, is available in [2]. We
point out that the number of algorithms and variations designed for massively
parallel architectures such as GPUs is significantly higher, making the results of
our GPU study even more interesting.

5.1 Parallel BFS Algorithms for GPU Execution

A BFS traversal explores a graph level by level. Given a graph G = (V,E), with
V its collection of vertices and E its collection of edges, and a source vertex s
(considered as the only vertex on level 0), BFS systematically explores edges
outgoing from vertices at level i and places all their destination vertices on level
i + 1, if these vertices have not been already discovered at prior levels (i.e.,
the algorithm has to distinguish discovered and undiscovered vertices to prevent
infinite loops).

2 http://www.graph500.org.

http://www.graph500.org
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5.1.1 Näıve BFS
In a BFS that accepts an edge list as input, an iteration over the entire set
of edges is required for each iteration. By a simple check on the source vertex
of an edge, the algorithm can determine which edges to traverse, hence which
destination vertices to place in the next level of the resulting tree.

Our parallel BFS works by dividing the edge list into sub-lists, which are
processed in parallel: each thread will traverse its own sub-list in every iteration.
Synchronization between levels is mandatory to insure a full exploration of the
current level before starting the next one.

When mapping this parallel kernel to OpenCL, each thread is mapped to
an work-item. As global synchronization is necessary, we implement a two-layer
barrier structure: first at work-group level (provided by OpenCL), then between
work-groups (implemented in-house). This solution limits the synchronization
penalty - see [48], Chap. 3 for more details).

Our results - presented below in Sect. 5.2 - show that this approach, although
naive, can outperform more optimized versions for specific datasets. Moreover,
when comparing it with the naive vertex-centric BFS version included in the
Rodinia benchmark [13], the results remain very interesting: in some cases, the
vertex-centric version performs better, while in others it is significantly worse
than our naive edge-based version [58].

5.1.2 BFS at Maximum Warp
The major performance penalty where running massively parallel traversals on
GPUs is work imbalance. This imbalance can appear due to the inability of the
programming model to express enough fine-tune options. In [52], the authors
present a way to systematically deal with this lack of fine-grain tuning and
demonstrate it on a new BFS solution. Specifically, they propose a warp-centric
solution, with different parallel stages. This approach enables load-balancing
at the finest granularity, thus limiting the penalty of coarser load imbalanced
solutions.

We have implemented this approach and varied its granularity. Our results
show that, for certain graphs, this algorithm delivers a significant performance
boost when compared with the alternatives, but for other datasets it is outper-
formed by more optimized versions.

5.1.3 The Lonestar Suite
The LonestarGPU collection3, presented in detail in [10], includes a set of com-
petitive BFS implementations specifically designed to use the processing power
of GPUs. The brief descriptions of these algorithms is presented in Table 2.

We point out that each of these algorithms uses different GPU constructs
to implement the same BFS traversal. However, depending on the dataset that
is being benchmarked, the performance impact of such optimizations varies,
showing better results for one or another variant.
3 http://iss.ices.utexas.edu/?p=projects/galois/lonestargpu.

http://iss.ices.utexas.edu/?p=projects/galois/lonestargpu
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Table 2. Brief description of the LonestarGPU BFS algorithms.

lonestar A topology-driven, one node-per-thread version.

topology-atomic A topology-driven version, one node-per-thread version that uses

atomics.

merrill Merrill’s algorithm [45].

worklist-w A data-driven, one node-per-thread version.

worklist-a A flag-per-node version, one node-per-thread version.

worklist-c A data-driven, one edge-per-thread version using Merrill’s strategy.

5.2 Experiments and Results

We have run 13 different BFS solutions - our edge-based naive version, the
maximum warp version with varying warp size (1,2,4,8,16, and 32), and the 6
algorithms from LonestarGPU - on three different GPUs - a GTX480, a C2050,
and a K20 m. In this section, we only present our results from the newest GPU
architecture in this series, namely the K20 m Kepler-based machine. For the
full set of results, we redirect the reader to [44]. The datasets we have selected
(from the SNAP repository [40]) are presented in Table 3. We also note that for
the as-skitter and roadNet-CA graphs, we have used both the directed and
undirected versions of the graph.

Table 3. The datasets selected for our BFS exploration.

Graph Vertices Edges Diameter 90-percentile Diameter

as-skitter 1,696,415 11,095,298 25 6

facebook-combined 4,039 88,234 8 4.7

roadNet-CA 1,965,206 5,533,214 849 500

web-BerkStan 685,23 7,600,595 514 9.9

wiki-Talk 2,394,385 5,021,410 9 4

Our results on the K20m GPU are presented in Figs. 6 (for the relative per-
formance of the kernels only) and 7 (for the relative performance of the full BFS
run, including the data tranfers).

We make the following observations. First, the difference between the best
and worst version for each dataset can be as large as three orders of magnitude,
which means that the choice of algorithm for a given application must be care-
fully made by the user, prior to measuring and analyzing performance, or be
included in the SUT and measured as part of system.

Second, there is no best or worst performing algorithm across all datasets.
This indicates that the relative performance of the algorithms also varies with the
input data. This variation demonstrates that no single algorithm can be labeled
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Fig. 6. Parallel BFS performance of the kernel for 13 different GPU implementations.
The presented speed-up is normalized to the naive edge-based version (reported as
reference, at 1).

Fig. 7. Parallel BFS performance of the full BFS run (including data transfers to and
from the GPU) for 13 different implementations. The presented speed-up is normalized
to the naive edge-based version (reported as reference, at 1).

“the best GPU BFS implementation”, and indicates that a complete benchmark
should include different BFS versions for a comprehensive evaluation.

Third, and final, taking the data transfer times into account levels the differ-
ences between different implementations: this special GPU-related overhead is
usually so much higher than the execution of the BFS kernel itself, that the small
differences between different algorithms become less visible. We argue that this
should be reported, for fairness, when comparing against other platforms (see the
OpenCL CPU version in Fig. 7), but should be eliminated when benchmarking
only GPU-based platforms.

5.3 Practical Guidelines

Our study on BFS running on GPUs demonstrates that the algorithms play an
essential role in the performance of the application. Given that the increasing
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variety of modern parallel architectures leads to an increasing variety of
algorithms—some portable, some not—for the same application, the traditional
benchmarking approach where the application dictates the algorithm must be
deprecated. Much like sorting is a problem with many solutions, many graph
applications have many parallel and distributed algorithmic solutions. These
algorithms need to be first-class citizens in modern benchmarking.

The main challenge for algorithm-aware benchmarking is ensuring complete-
ness. In this context, complete coverage, that is, including all possible algorithms,
is not feasible in a reasonable time. Defining the most representative algorithms,
which is the typical approach in benchmarking, poses the same problems as
defining the most representative applications: it requires criteria that are dif-
ficult to define without years of practice and experience with each algorithms.
Finally, keeping up-to-date with all the new algorithm developments requires an
unprecedented level of implementation and engineering efforts.

Therefore, we believe that an algorithmic-aware benchmarking is neces-
sary, but must be a community-based effort. Without the expertise of different
researchers in domains ranging from algorithmics to benchmarking and from
single-node to cloud-level platforms, we cannot overcome the technical and com-
pleteness challenges that arise in graph processing. Without this effort, the
benchmarks we build will be constraint by design.

6 Conclusion and Ongoing Work

The success of cloud computing services has already affected the operation of
many, from small and medium businesses to scientific HPC users. Addressing
the lack of a generic approach for cloud service benchmarking, in this work
we propose a generic architecture for benchmarking IaaS and PaaS clouds. In
our generic architecture, resource and job management can be provided by the
testing infrastructure, there is support for black-box systems that change rapidly
and can evolve over time, tests are conducted with complex workloads, and
various multi-tenancy scenarios can be investigated.

We adapt the generic architecture to data-intensive platforms, and design
Graphalytics, a benchmark for graph analytics platforms. Graphalytics focuses
on the relationship between the input dataset, the analytics algorithm, and
the provisioned infrastructure, which it quantifies with diverse performance and
system-level metrics. Graphalytics also offers APIs for extending its components,
and for supporting more graph analytics platforms than available in our current
reference implementation. Experiments we conduct in real-world settings, and
with distributed and GPU-based graph analytics platforms, give strong evidence
that Graphalytics can provide a unified execution environment for all platforms,
and consistent reporting that facilitates comparisons between all possible com-
binations of platforms, datasets, and algorithms.

Derived from the experience we have accumulated evaluating graph ana-
lytics platforms, we identify an important new challenge for benchmarking in
clouds: including the algorithm in the system under test, to also benchmark the
platform-specific and data-dependent performance of the various algorithms.
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We are currently implementing Graphalytics and refining its ability to cap-
ture algorithmic bottlenecks. However, to succeed Graphalytics cannot be a
single-team effort. We have initiated various community-wide efforts via our
work in the SPEC Research Group and its Cloud Working Group, and are cur-
rently looking to connect to the SPEC Big Data Working Group.
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